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Analyzing the Influence of Phone Context Data on the
Performance of Human Mobility Predictors

Paul Baumann, Silvia Santini
Embedded Systems Lab, TU Dresden, Germany

{paul.baumann, silvia.santini}@tu-dresden.de

1. INTRODUCTION

Understanding and predicting human mobility has been already
for a long time in the focus and interest of researchers and practi-
tioners [4, 2, 5]. Over the years, the potential sources of informa-
tion about human mobility, e.g., temporal data, calendar informa-
tion, or social ties, have been grown dramatically.

In the context of this extended abstract, we focus on the phone
context data, e.g., number of recently used applications or time
since the last received or made phone call. By considering this new
source of data, we analyze its influence on the performance of 4
state-of-the-art and 3 baseline predictors for 3 human mobility pre-
diction tasks. We capture the results of the potential influence by
considering 3 well-known performance metrics. Our results high-
light that our use of the phone context data does not lead to signifi-
cation performance improvements. Statistical information from the
data set shows that users used 7 applications, and made/received 5
phone calls, on average per day. This highlights the fact that the
phones have been used intensively by their owners.

Our contributions are two-fold: (1) we derive an extended list
of 28 phone context features, and (2) we analyze their potential
influence on all combinations of the considered 3 prediction tasks,
7 predictors, and 3 performance metrics.

2. METHODOLOGY AND BACKGROUND

In order to investigate the influence of phone context data on
the performance of several predictors for human mobility, we an-
alyze a rich data set — Nokia Lausanne Data Collection Campaign
(LDCC) [3] — that contains information from 141 users collected
over 18 months. We first derive a list of meaningful phone context
features based on the available information in the data set. After
that, we run feature selection to reduce the amount of derived fea-
tures for all combinations of predictors, prediction tasks, and met-
rics. We evaluate the performance of the resulting combinations of
a predictor and a set of features on well-known metrics — accuracy,
F1 score, and Matthews Correlation Coefficient (MCC).

2.1 Features

The human mobility predictors that are used throughout this work
need adequate input data to be able to compute the required predic-
tion. To this end, we derive a list of 51 features that contains 28
phone context features — indicated as set Fp.. Table 1 shows them
along with their corresponding description.

2.2 Prediction Tasks

In the context of this work, we consider 3 prediction tasks. The
Next-place (NP) prediction task only considers the next place vis-

lWe consider calls and messages for both incoming and outgoing directions.

2We consider date of creation, status, title, location, type, and confidence class.

Christian Koehler, Anind Dey
Carnegie Mellon University, USA
{ckoehler, anind}@cs.cmu.edu

Table 1: List of phone-context features considered in this study.

Label Description

Time since last call/sms made/received
Last calllog type

Last calllog direction

Last sms status

Last call duration

Information about last calendar entry
Information about next calendar entry
Time since last application used

Last used application

Current phone charging status
c_last_charge Time since last charge
c_battery Current phone battery status
c_ring Current ring profile
c_profile Current user profile
c_last_action Time since last phone interaction

c_time_calll
c_calllog_type
c_calllog_direction
c_sms_status
c_last_call_duration
c_last_cal2
c_next_cal2
c_time_last_app
c_last_app
c_phone_charging

ited and treats as irrelevant when the user moves to the next location
and how long she stays in each place. Timing information can eas-
ily be included in a prediction task by considering equally spaced
time slots of length s and computing a new next place prediction for
each time slot. We refer to this task as the Next-slot place (NSP)
prediction task. Finally, the Next-slot transition (NST) prediction
task consists of estimating, at time slot &k, whether or not there will
be a transition at time slot k + 1. A transition occurs when the user
moves between two places.

2.3 Predictors

In this study, we consider 7 predictors that rely on different basic
techniques, have different weaknesses and strengths, and require
different amounts of computational and memory resources. The 7
predictors include 4 well-known predictors — Support Vector Ma-
chine (SVM) [6, 1], k-Nearest Neighbor (k-NN) [6, 1], Classifica-
tion and Regression Trees (CART) [6], and Perceptron [1] — as well
as 3 baseline predictors — Random predictor (R), Distribution-based
predictor (DB), and 0-R predictor (0-R).

3. INFLUENCE OF PHONE CONTEXT DATA

ON PREDICTORS’ PERFORMANCE

For our analysis part, we adopt the Sequential Forward Floating
Selection (SFFS) algorithm to identify the best performing features
for all combinations of prediction tasks, metrics, and predictors. In
all these cases, we differentiate between using the entire feature set
JF and using only a reduced feature set by excluding phone context
features (F\Fpc). We next present our findings.

3.1 Performance Results

The feature selection process returns an optimal feature subset
F’ for each combination of user, predictor, prediction task, and
metric. Figure 1 shows the performance in terms of accuracy, F1
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Figure 1: Performance results for all 3 considered prediction tasks, 3 performance metrics, and 7 predictors.

score, and MCC achieved by the predictors with or without the
feature selection (“FS” vs “No FS”). The markers indicate median
values and the whiskers indicate the 5th and 95th percentiles.

Figure 1a, Figure 1b, and Figure 1c show the median perfor-
mance for the NSP prediction task. The plots for the metrics ac-
curacy and F1 score reveal significant performance differences for
the extracted feature sets with phone context features (Fp,.) and
those without. It holds for the predictors k-NN and CART. In these
cases, the performance after applying feature selection is higher for
the feature set 7\ Fp. than for F. It is also the case for MCC, but
with a lower performance difference in the case k-NN is used. Fur-
thermore, SVM shows similar performance for both feature sets (F
and F\Fp.) after applying feature selection. We observe that on
the one hand SVM is able to leverage SFFS to extract meaning-
ful subsets of features. On the other hand, SVM reveals dramatic
performance drops if no feature selection is applied. At the same
time, Perceptron does not outperform the distribution-based (DB)
and the 0-R predictors, which are both just baseline predictors.

For the NST prediction task, we observer in Figure 1d, Figure le,
and Figure 1f that all predictors achieve a high accuracy. It is not
surprising since the class of “No Transitions” dominates with al-
most 95%. Only Perceptron fails for a number of users to achieve
a high accuracy. In the case of the F1 score and MCC the pre-
dictors k-NN, CART, and SVM achieve similar performance after
applying feature selection to both sets — with and without the phone
context data. It is worth to note that for both metrics — F1 score and
MCC - the predictor CART tends to be much more robust in the
cases with no feature selection by achieving at least twice as high
performance than the next best performing predictor.

Last but not least, Figure 1g, Figure 1h, and Figure 1i demon-
strate results for the NP prediction task. For k-NN, CART, and
SVM we make two observations. First, the feature selection leads
to performance improvements in terms of all 3 metrics. Second, the
consideration of the phone context data does not show any signifi-
cation improvements in terms of the considered metrics.

4. CONCLUSIONS AND FUTURE WORK

We summarize our results and conclude that our use of the phone
context features does not lead to signification performance improve-
ments. However, phone context data is in general a rich informa-
tion source. Statistical information from the data set highlights the
presence of the potentially meaningful context data and the fact that
the phones have been used intensively by their owners. Thus, we
believe that instead of capturing temporal phone information, e.g.,
time since last action X, analysis on the correlation between the
appearance of phone data events, e.g., received a phone call, and a
corresponding mobility behavior may uncover additional potential
for prediction improvements. In the context of this work, we leave
the proof of this hypothesis as future work.
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Evaluating urban sensing applications using actively
and passively-generated mobile phone location data

Fabio Pinelli, Giusy Di Lorenzo, Francesco Calabrese
IBM Research — Ireland
Email: {fabiopin, giusydil, fcalabre} @ie.ibm.com

Abstract—Mobile phone location data from telecom operators
in the form of Call Detail Record (CDR) has been widely studied,
especially to extract insights into urban dynamics [S]. Such
massive data can be useful to extract patterns of human mobility
at an incredible scale. This data sample the location of a mobile
device every time is actively interacting with the network, e.g. at
call time, while sending and receiving a SMS, or while connecting
to the Internet with Smartphones. The disadvantage of such
data collection method is that the spatio-temporal sampling of
each individual user trajectory over time might be very uneven,
and perhaps biased to specific locations (e.g. home locations) or
times (e.g. during the evenings). Moreover, some users might
interact more or less with the network, resulting in more or less
mobility information extracted from them. This could result in
under-sampling the population, or more problematically, biasing
the extracted insights. In the past decade, there has been a
rising interest in using mobile phone location data to infer user
trajectories [1], [8], and so study human mobility and their
patterns [7]. Different types of data have been used in these
studies. CDR data were used in [7],[2],[6]. CDR information,
enriched with records from Internet access was exploited in [4].
Data from idle phones were also used in [9] to estimate the road
traffic. However, to the best of our knowledge, no work so far has
specifically compared the different types of datasets that a telecom
operator can collect. Moreover, no work so far has analysed the
limitations of using a specific dataset for a given urban sensing
application. We then ask the question whether insights extracted
from actively collected-mobile phone location data are a good
proxy for human mobility. To answer this question, we compare
such results, with results extracted by both actively and passively
sampled user location, which constitute a richer set of location
information.

We used a real dataset collected from a telecom operator
in Belgium, which had a system which allowed to collect
both CDR, records of Internet connections (which we call
IPDR), and passively generated data (which we call Signaling),
generated because of location updates, radio access network or
data sessions. We were able to decompose the dataset in three
different ones: only CDR, CDR + IPDR, and all data, since
each record event was tagged with the specific type of event
generating it.

The dataset contains anonymised mobile phone location
data from Mobistar, for users in the area around the city
of Mons, Belgium. The data include users connected to 150
distinct cell towers in the city area. For each cell tower, we
were given the coordinate and the azimuth of each cell sector.
Thus we were able to derive a voronoi tessellation of the space,
following the approach presented in [3]. Some of the cells
cover the same area (i.e. 2G and 3G antennas installed on the
same tower), therefore we were able to identify 58 distinct
locations in the city.

The available data covers one week in October 2014. We
use the available data to simulate 3 different scenarios:

e  availability of only CDR information, in which we
only use the CALL and SMS data items, and are
representing cases in which only CDR information is
provided.

e  availability of CDR and IPDR, in which we use the
above data, together with IPDR, to represent cases

where all Event-driven signaling information is pro-
vided.

e  availability of all signaling information
(CRD+IPDR+Signaling), which will be our reference
for comparison.

Figure 1 depicts an example of temporal sequence of events
for a user in the dataset. We also depict the trajectory that
we are able to detect, given the tree different scenarios. The
example clearly shows that for this user, the availability of all
information allows detecting 3 different visited locations, and
an estimated stop time for locations 2 and 3. If no Signaling
information is available, only two visited places could be
detected, and the estimated stop time would also be reduced,
with lowest accuracy in the case of only CDR information
available.

At the general level, the advantages of using Network-
driven location data (in addition to event-driven) include:

e sampling more users (people who are not making
calls/SMS/Internet connections);

e  having more samples of user locations, particularly at
times where users are not too active, e.g. at night);

Motivated by this example, in the following sections
we quantitatively and qualitative compare properties of the
three datasets. This is firstly done by extracting application-
independent characteristics. Then, we selected frequently used
urban sensing applications designed for Telco data, and com-
pared the accuracy of the extracted insights among the different
datasets, highlighting in which cases one dataset is preferable
compared to the others.

I. APPLICATION-INDEPENDENT COMPARISON

We compare the three datasets along different dimensions.
A first one is in terms of the set of users for which we
have data. We counted, for each user, the number of the
three different types of events (CDR, IPDR and Signaling).
Figure 2 shows a Venn diagram of the unique users by data
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Fig. 1. Example of temporal sequence of events (top), and estimated
trajectories using three different datasets (bottom). To simplify the reading, the
locations have been drawn in one dimension (as opposed to the two dimensions
(latitude and longitude).
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Fig. 2. Percentage of users per data type and relative intersections.

type. Only for about 11% of the users we can see all three
different types of events. This is due to that fact that not all
users have smartphones for which IPDR can be generated.
Moreover, some users are only observed very temporary in the
dataset (users only traversing the city), and so only Signaling
information is available. Not all users generate the same
number of events. The number of events by user follows a long
tail distribution. Clearly considering only CDR or CDR+IPDR
events, the average number of events per user is smaller. We

o 20 w0 £ B 100 120 140 160 180 o 2% o
number of hours

(a) all hours

C] £} 100
number of daily hours

(b) daylight hours

Fig. 3. Distribution of user by number of hours for which at least one event

then ask the question whether this decrease in the number
of events is concentrated in particular hours of the day, or is
equally spread over time. Figure 3(a) show the distribution of
users by number of distinct hours for which there is at least
one event. Curves CDR and CDR+IPDR look very close, to
show that the large amount of IPDR events are on average
concentrated in the same hours as the CDR events. Signaling
events are able to sample the user location over many more
hours. However, if we only consider daily hours (from 6 to 22),
as reported in Figure 3(b) we notice that difference decreases.
This let is hypothesise that actively generated location data are
a good sample of user location during daylight hours. We will
verify this intuition in the next section.

II. APPLICATION-DEPENDENT COMPARISON

We have taken a frequently used example of urban sensing
application using mobile phone location data: the count esti-
mation over time, such as the number of people being in a
certain cell in a given time interval. This information is highly
relevant for many sectors, such as Retail, Property, Leisure
and Media, since it allows to compare locations in terms of
expected crowd. Clearly, an accurate estimation of the time
series of number of users by location is crucial to provide
trustable insights. We computed user count time series for each
location in the city, starting from the three different datasets.

Cumulative count estimation by location is show in Figure
4(a), ranked by increasing value of count (based on the
reference dataset). We computed two measures of error. The
first measure is the root mean square error (RMSE) computed
on the hourly estimates compared to the counts estimated
using all data (CDR+IPDR+Signaling). The error ranges from
0 to 1, and low values correspond to low error. Moreover,
we computed a measure of Normalised discounted cumulative
gain (nDCG) [10] used in recommender systems to measure
rank quality. We have chosen this measure to evaluate whether
the estimated ranking of crowded locations is kept the same by
using CDR or CDR+IPDR only information. The error ranges
from O to 1, and high values correspond to low error. This
measure is different from the RMSE, since it does not take
into account the absolute estimate count for each location or
time, but just the relative order of such counts by location.
This measure is directly useful in application scenarios such
as choosing the most crowded place between a set of locations.

As Figure 4(a) shows, the error is higher if we only con-
sider CDR information. Moreover error measured in terms of
nDCG is much lower, and there is no much difference in using
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Fig. 5. Density estimation error by hour of day

CDR or CDR+IPDR data. This shows that, for the purpose of
comparing user counts by locations, CDR information in on
average a good source of information. Figure 4(b) shows the
average RMSE computed on the 7 distinct days. As it can
be seen, the error is higher over the weekend (last 2 days).
Moreover, Figure 5 shows the errors as function of the hour
of day (averaged over all days). It is interesting to see that
error is large over the night hours, and quite low during the
daylight hours. In conclusions, we can observer that using
CDR or CDR+IPDR as proxy for user count per location works
relatively well in application scenarios such as choosing the
most crowded place between a set of locations, especially if
the focus is on daylight hours over weekdays.

While some of the reported results might depend on the
specific configuration of the monitoring system that the tele-
com operator used, the methodology we presented to evaluate
the limitation of each dataset is general. Moreover, it can be
applied by other telecom operators to measure the effectiveness
of using each individual dataset for urban sensing applications.
In addition, we plan to extend the analysis to others, and more
complex, urban sensing applications, such as event detection,
trajectory pattern extraction and trajectory clustering.
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The rise of Uber as the global alternative taxi operator
has attracted a lot of interest recently. Aside from the
media headlines which discuss the new phenomenon, e.g.
on how it has disrupted the traditional transportation
industry, policy makers, economists, citizens and scien-
tists have engaged in a discussion that is centred around
the means to integrate the new generation of the sharing
economy services in urban ecosystems. In this work, we
aim to shed new light on the discussion, by taking ad-
vantage of a publicly available longitudinal dataset that
describes the mobility of yellow taxis in New York City.
In addition to movement, this data contains information
on the fares paid by the taxi customers for each trip. Asa
result we are given the opportunity to provide a first head
to head comparison between the iconic yellow taxi and its
modern competitor, Uber, in one of the world’s largest
metropolitan centres. We identify situations when Uber
X, the cheapest version of the Uber taxi service, tends to
be more expensive than yellow taxis for the same journey.
We also demonstrate how Uber’s economic model effec-
tively takes advantage of well known patterns in human
movement. Finally, we take our analysis a step further
by proposing a new mobile application that compares
taxi prices in the city to facilitate traveller’s taxi choices,
hoping to ultimately to lead to a reduction of commuter
costs. Our study provides a case on how big datasets that
become public can improve urban services for consumers
by offering the opportunity for transparency in economic
sectors that lack up to date regulations.

I. TAXI PRICE COMPARISON EXPERIMENT

The New York City Taxi Dataset. The Freedom
of Information Law in United States encourages public
authorities to release their data where appropriate to the
benefit of the citizens. In 2014 the law was exploited
by Chris Whong to acquire and post on the web one
of the most comprehensive taxi mobility datasets avail-
able today. The dataset describes taxi journeys in New
York City during the full course of 2013, and informs
us not only on the origin and destination points of taxi
trips, noted in the related jargon as pick up and drop
off points respectively, but also on the financial costs in-
curred to the customer (trip fair) with unprecedented de-
tail. This rather dense mobility dataset, containing hun-
dreds of millions of trips is of gigabytes in size and can be
downloaded here http://chriswhong.com/open-data/
foil_nyc_taxi/. A sample of the traces generated by
the data can be seen is in Figure 1, where we have drawn

FIG. 1: Marking the traces of new york city yellow taxis. For
every pick up and drop off point in a uniform sample of the
data we draw a black point.

a black point for every pick up and drop off point of a
taxi journey.

Comparing Taxi Prices In August 2014, Uber
opened up an API with access to valuable information
about its services. The occasion allowed us to perform a
first head to head comparative analysis of prices between
Uber and Yellow taxis in New York City. To achieve this
we run the following experiment :

e 1. For every trip in the New York City Yellow Taxi
dataset, record the geographic coordinates (lati-
tude and longitude) of the pick up and drop off
points.

e 2. Retrieve the total fare paid by the customer for
the trip (including the tip).

e 3. Query Uber’s API and ask how much they would
charge for the same trip (same pick up and drop
off points), considering the cheapest version of the
service, Uber X.

e 4. Uber’s API returns a value range indicating the
minimum and maximum price estimate. We take
the mean of the two values.

e 5. We then compare the prices from the two ser-
vices.

As can be observed in Figure 2 where the distribu-
tion of prices for the two services is shown, despite the
qualitative similarity of the two distribution, yellow taxi
appear on average (median) 1.4 US dollars cheaper than
Uber X. In Figure 3, we compare Uber and yellow taxis
from another perspective: for every observed yellow taxi

o

>
2
2
o
>
—
c
i)
)
0
Q
wn




[ Yellow Taxis|
[ Uber X

Mediani Price Yellow Taxis: 10.1

Normed Frequency
°
>

ianPrice. Uber X:

Price Value

FIG. 2: Distribution of prices per journey for Uber X and
Yellow Taxis in New York City.
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FIG. 3: Median Uber price for a given Yellow Taxi price.

price, we show the median Uber X price. Uber appears
more expensive for prices below 35 dollars and begins to
become cheaper only after that threshold. As one would
expect, the cheaper journeys are those that are in princi-
ple of shorter range. As observed in a variety of empirical
data, human mobility tends to be characterised by a vast
majority of short trips [1, 2]. This observation therefore
suggests that Uber’s economical model exploits this trend
of human mobility in order to maximise revenue. We also
confirm the skewed frequency distribution of movement
distances in the present context by visualising it in Fig-
ure 4, where we note a mean distance for a yellow taxi
trip in New York equal to 2.09.

The above experiment may involve a number of biases
which we refer to here. The NYC Yellow taxi data cor-
responded to year 2013 whereas Uber to 2014. Although
note that the prices for yellow taxis in the city had last
changed in 2012 after 8 years [3]. So it should offer a
good approximation of todays prices. Further, there was
no control for time of the day/week for the API query,
an additional dimension which should be incorporated
when available. However, we argue that the process of
comparing two different companies that provide the same
service in the same geographic area is of value to com-
muters. Just as consumer have open access to airfares
for a long time now allowing for transparency in a free,
competitive, market we believe that similar approaches
could benefit commuters in modern cities.
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FIG. 4: Distribution of geographic distances between drop off
and pick up points for Yellow Taxi journeys.

Yellow Taxis VS Uber - Price Comparison
.

FIG. 5: Geographic comparison between Uber and Yellow
Taxi prices. We paint an area black if Uber is cheaper by trip
majority and yellow otherwise.

II. HELPING COMMUTERS

Our observations show that it might be financially ad-
vantageous on average for travellers to chose either Yel-
low Cabs or Uber depending on the duration of their
journey. However the specific journey they are willing
to take matters. In order to help users to take the right
decision, we have developed a smartphone app, called
OpenStreetCab, designed as follows.

One limitation for the design of our service is that only
prices for trips with origins and destinations in the New
York City Taxi Dataset can in principle be retrieved. In
order to evaluate the price of any trip, as needed for a
usable App, we have divided the NY region into a mesh
with cells of size around 100m by 100m in order to index
trips in the database efficiently. For each user query,
we find a set of trips in our dataset with the origin in
neighbouring cells of desired origin and, among them, we
find the trip whose destination is closest to the desired
one. This strategy has the advantage of being sufficiently
fast to perform online queries and expected to provide
reliable price estimates. For the same trip, Uber price is
obtained through their API.

A real-time prototype has been designed and is cur-
rently launched on popular mobile platforms. Future
improvements include the possibility to change predic-
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tions depending on the time of the day, or on the ex-
pected traffic on the way, but also to suggest other types
of transportations, such as walking when the distance is
I TAXI sufficiently short, or only part of the way, in situations
when a small change in the origin point can lead to a sig-
nificant change in the price quote. In the meanwhile the
Trip origin current version (Fig. 6) already provides a fully work-
@‘ ing solution, including geolocation services and address

— retrieval. We are planning to launch the application on
the related stores very soon.
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FIG. 6: The proof of the concept
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Assessing the impact of ride sharing on congestion using mobile
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January 30, 2015

In recent years, smart-phone based technology has
enabled ride-sharing services like UberPool and Lyft
Line to match customers making similar trips in real-
time [1,2]. In this manner, ride-sharing services offer
customers the option to share a ride with other users
for a reduced rate and minimal increased travel time.
But what are the impacts of such services on city-wide
congestion? With policy makers faced with decisions
about regulating the growing ride-share market, ex-
ternal impacts of such services are important consid-
erations. This research explores the impact of ride-
sharing on Boston area congestion using mobile phone
data. We first extract average daily origin-destination
(OD) trips from the mobile phone records and estimate
the proportions of these trips made in vehicles. Next,
we match spatially and temporally similar auto trips,
and assume a range of adoption rates to distill hourly
vehicles trips according to users’ willingness to share
rides. Finally, for each level of adoption, we evaluate
roadway level of service characteristics, including vol-
ume over capacity (VOC) and congested travel time,
to assess the network-wide impacts of ride-sharing.

1 Significance

Researchers have found significant overlap in taxi trips
made in New York City, demonstrating the potential for
real-time vehicle pooling with minimal increase in travel
time [9]. Using mobile phone and social network data,
researchers evaluated demand for ride-sharing between
strangers, friends, and friends-of-friends in four cities in
Spain and the US [4]. Unlike both of these studies, this
work focuses on the network-wide congestion impacts
of ride-sharing rather than determining the proportion of
trips eligible for sharing given defined spatio-temporal
constraints. Furthermore, we use aggregate, average daily

*corresponding author: Ipalex @mit.edu
Tride-sharing between users with similar origins and destinations

trips in this study to estimate end-to-end' ride-sharing po-
tential. Due to spatial and temporal limitations of our data
set, we are not able to explicitly estimate en-route ride-
sharing?.

2 Data

For this analysis, we use Call Detail Records (CDRs)
containing more than eight billion mobile phone records
for roughly two milion anonymized users in the Boston
metropolitan area over two months in the Spring of 2010.
Each record contains an anonymous user ID, longitude,
latitude, and timestamp at the instance of a phone call
or other types of phone communication (such as sending
SMS, etc.). The coordinates of the records are estimated
by service providers based on a standard triangulation al-
gorithm, with an accuracy of about 200 to 300 meters.

Because CDRs contain traces of a user at approxi-
mated locations only when his/her phone communicates
with a cell phone tower, they provide an inexact and in-
complete picture of daily trip-making. Accordingly, much
research has focused on developing methods to extract
meaningful information about human mobility from mo-
bile phone traces as well as understanding its limitations.
It has been demonstrated that CDR data can be used to
infer origin-destination (OD) trips using microsimulation
and limited traffic count data [7]. At the level of the in-
dividual, daily trip chains/trajectories constructed from
mobile phone data are consistent with household sur-
veys [8, 10]. Further, road usage inferred from the CDR
data has been validated against GPS speed data [12] and
highway assignment results from a travel demand model
[6]. Methodology to estimate aggregate average daily OD
trips by time of day and purpose has been validated in
Boston and Rio de Janeiro against national and local travel
surveys [3,5].

*ride-sharing between users sharing portions of their paths between dissimilar origins and/or destinations, such that additional passengers can

be picked up en-route
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3 Methods

We estimate average daily OD trips from triangulated mo-
bile phone records by applying the methods developed
by our team in [3, 5] to the Boston CDR dataset. CDRs
are first converted into clustered locations at which users
engage in activities for an observed duration. These lo-
cations are inferred to be home, work, or other depend-
ing on observation frequency, day of week, and time of
day, and represent a user’s origins and destinations. Since
the arrival time and duration at these locations reflect the
observed (based on phone usage) rather than true arrival
time and duration of a user, we probabilistically infer de-
parture time using survey data on trips in major US cities.
Trips are then constructed for each user between two con-
secutive observations in a day. These trips are multiplied
by expansion factors based on the population of a user’s
home Census Tract and divided by the number of days on
which we observed the user, distilling average daily trips.
Aggregating individuals’ daily trips by Census Tract pair
and hour of the day results in the trip matrices used in this
study.

Expanding on these methods, we now propose a
methodology to estimate vehicle trips and road usage
under varying ride-share adoption rates. First, we esti-
mate the proportion of incoming and outgoing person trips
made using automobiles from Equations (1) and (2) be-
low. To infer travel mode, we use the 2006-2010 Census
Transportation Planning Products (CTPP) parts 1 and 2,
which provide residence- and workplace-based character-
istics of Census Tracts [11]. Auto mode share of outgo-
ing (incoming) trips is approximated by the ratio of auto
a; (a;) to total t; (¢;) trips made by residents commuting
from Tract i (workers commuting fo Tract j). By multi-
plying these auto shares by the average daily Tract-pair
person trips 7;; inferred from the CDR data and summing
over distination Tracts j (origin Tracts i), we compute the
number of outgoing V; (incoming V;) person trips made
by automobile.

n n .

(HVi= ¥ 5T (2)V,,-:,21§‘7f*nj

Jj= i=

The output from Equations (1) and (2) serve as
marginal totals and the average daily Tract-pair person
trips 7;; serve as the seed matrix used to estimate OD per-
son auto trips V;; with Iterative Proportional Fitting (IPF).
Finally, we estimate OD-specific mode shares v;;, which
we use to compute OD person auto trip matrices V;j;, for
each hour 4 using hourly OD person trips 7;;;, as shown
in Equations (3) and (4), respectively.

‘/lH
B vij= fj @) Vi =vij*Tijn
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Next, we determine which trips have the potential to
be shared using spatial and temporal resolution of Tract
and hour, respectively. In effect, we assume that trips
are uniformly distributed within each hour and Tract, and
therefore trips occuring within the same Tract-pair and
hour can be matched with minimal additional travel time
incurred. Lastly, using Equation (5) we compute the num-
ber of hourly OD vehicles C;j, for given adoption rate a
and maximum carpool size s.

(5) Cijtas = Vija* (1 —a+ )

Finally, we can assess road usage and level of service
characteristics by assigning vehicles to a directed network
with edges representing road segments and nodes repre-
senting intersections. Each edge has a free flow travel
time frr and hourly capacity ¢, based on the road seg-
ment’s number of lanes and facility type. We use the
Bureau of Public Roads (BPR) volume-delay function to
capture the relationship between vehicle flow and travel
time under congested conditions and Iterative Traffic As-
signment (ITA) to assign vehicles to the network minimiz-
ing total travel time.

4 Results

We performed traffic assignment for trips computed using
Equation (5) for the 5 pm hour (A = 17), a maximum car-
pool size of 4 (s = 4), and adoption rates ranging from 5
to 25% (a = {0.05,0.10,0.15,0.20,0.25}). Accordingly,
we are able to assess the network-wide impacts of traffic
conditions in the peak weekday hour depending on users’
willingness to share rides with 3 other passengers. Table
1 summarizes the percent change in vehicles, congested
travel time, and vehicle miles traveled (VMT). We find
that, regardless of the adoption rate, the change in vehi-
cles and VMT are inversely proportional to roughly 75%
of the adoption rate. The reduction in time spent in traf-
fic, however, is much larger in magnitude than the corre-
sponding adoption rate (258% to 224%). This decrease
in returns reflects the inherent relationship between road
segment volume and travel time, such that a reduction in
the number of vehicles has the most impact on travel time
in highly-congested conditions.

Figure 1 (a) and (b) compares the distributions of road
segment volume and volume over capacity (VOC) for
adoption rates of 0% and 25%. We see that ride-sharing
has the largest impact on the road segments that are the
most used and most over capacity.
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Adoption | Vehicles Congested | VMT
rate (%) (%) TT (%) (%)
5 -3.7 -12.9 -3.8
10 -1.5 -25.6 -1.5
15 -11.2 -36.9 -11.2
20 -15.0 -47.0 -15.0
25 -18.8 -56.0 -18.7

Table 1: Percent change in vehicles, congested travel time
(TT), and vehicle miles traveled (VMT) compared with
an adoption rate of 0% (i.e. 100% single occupancy ve-
hicles). Results are for 5 pm hour (A = 17) a maximum
carpool size of 4 (s =4).
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Figure 1: Distribution of (a) road segment volumes and
(b) volume over capacity (VOC) ratio.

5 Conclusions

This research explores the extent to which ride-sharing
services impact network-wide congestion using mobile
phone records. To-date other research efforts have used
rich data such as GPS taxi traces to explore potential ride-
sharing demand under explicitly-defined spatio-temporal
constraints. In contrast, we estimate aggregate, average
daily ride-share demand using comparitively lower reso-
lution CDR data. Despite the limitations, we are able to
use CDR data to recreate reasonable travel demand for
all vehicles, enabling us to evaluate the impact of ride-
sharing on the entire road network. In Boston, we demon-
strate that ride-sharing has the potential to significantly
decrease time spent in traffic by all drivers, even for mod-
erate levels of ride-sharing adoption.
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1 Introduction

Energy efficiency is a key challenge for building sustainable societies. Due to growing populations, increasing
incomes and the industrialization of developing countries, the world primary energy consumption is expected
to increase annually by 1.6%. Hence, this scenario raises issues related to the increasing scarcity of natural
resources, the accelerating pollution of the environment, and the looming threat of global climate change.

Recently, several computational works have started in focusing on energy and sustainability problems. In
particular, they have targeted energy issues with two main objectives: (i) modeling and predicting energy
consumption behaviors [3] and (ii) inducing behavioral changes in energy consumption [1].

Our paper targets the energy consumption prediction task but adopting a novel approach. We use aggregated
and anonymized human behavioral data, derived from mobile network activity, in order to predict the energy
consumption of a given geographical area. More specifically, we deal with two different tasks: (i) average daily
energy consumption and (ii) peak daily energy consumption. The method we propose in our paper has several
advantages: (i) it is cheap in the sense that it uses existing data generated by telecom infrastructure. No
modification to mobile phones or telecom equipment is required, and (ii) it has good scalability and so it is
suitable for large populations, which is desiderable for city planning and energy management.

2 Methodology

We built our approach on a dataset spanning over a period of 2 months and a territory of 6000 square kilometers
in the Northern Italy. The telecommunication and the energy consumption datasets have the same spatio-
temporal aggregation. The temporal aggregation is ten minute intervals while the spatial one is obtained by
partitioning the territory using a regular square grid, called partitioning grid. Each square of the grid measures
approximately 1 square kilometer.

The telecommunication dataset is obtained from the Call Detail Records (CDRs) generated by the cellular
network of a telecommunication operator offering its services on the territory under analysis. For the generation
of this dataset CDRs recording sent SMSs, received SMSs, issued calls, received calls, and events related with
Internet connections have been considered. The energy consumption dataset provides information about the
structure of the electrical grid and the electrical current flowing through the 180 primary distribution lines
serving the majority of the users living in the territory under analysis. Primary lines (medium voltage) are
managed by a local company and bring energy from the national grid (high voltage) in order to distribute
it among all the users. The dataset is composed by two sub-datasets: (i) the structure of the electrical grid,
each line is described by providing the number of customer sites it serves in each square of the partitioning
grid (customer sites often provide energy to more than one customer and they can also serve structures like
condominiums, businesses and government organizations), and (ii) the line measurement grid that provides the
instantaneous current flowing through each primary line every ten minutes.

Looking at the amount of electric current passing a point in an electric circuit per unit of time for each power
line, we found that it has a number of cyclic characteristics and trends. We found predictable changes that
repeat over daily and weekly periods. Based on these regularities we separated all power lines into 3 clustered
areas: residential, touristic and city center/industrial area (see Fig. 1).

Then, we hypothesised that cellular communication patterns, which represent human dynamics in space and
time, could be a good proxy for energy consumption prediction. To this end, we computed, from the anonymized
and aggregated mobile network activity, a number of features characterizing diversity, regularity and general
mobile phone usage in each part of the territory spatially aggregated by square grid. The discovered regularities,
described above, were explicitly coded into the feature space by extracting of the number of hour in a day and
the number of a weekday for each data source being processed.
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The prediction tasks were solved for the next 7 days interval for each electric line ID and were designed
as non-linear multiple regressions. We used the Random Forest algorithm proposed by Breiman [2]. The
consistency of this algorithm has been proven: the algorithm adapts to sparsity in the sense that the rate of
convergence depends only on the number of strong features and not on the number of noisy or less relevant
ones.

To solve the problem of computational complexity of the huge amount of data samples (>600 millions
of CDRs) we moved from time domain of communication patterns to the frequency domain, applying fast
Fourier transform algorithm for each group of daily time series. Then, we computed second-order features
by mathematical functions, such as mean, median, sum, variance, skewness, kurtosis, entropy, characterising
the distributions and it’s properties. Also we found that only a small set of harmonics in Fourier domain
explains the response variable variance for each type of first-order feature space time series, which reduces
the computational complexity by a number of orders. Finally, the computed second-order feature space for
each spatial had a reduced number of dimensions (>3000), but still represented the temporal and spatial
characteristics (i.e. diversity and regularity) of communication patterns.

A feature selection step was performed before the model building. The feature selection was done on a
reduced sample of the training data, which was one week long. The metric used was the decrease in Gini
index, which is the impurity measure of a decision tree node. This method is proven to be superior than
correlation-based measures or information gain criteria. The feature selection step reduced the feature space to
32 dimensions for each of the two models without losing much accuracy.
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Figure 1: Spectral Characteristics of Typical Response Variables

3 Results and Discussion

Prediction metrics for daily average energy consumption for the next 7 days are 2.43 times better than the
baseline, which is the training set mean value (MSE = 325.2679 compared to the baseline MSE = 790.6041).
Prediction metrics for daily peak energy consumption model for the next 7 days prediction interval are 59.93
times better than the baseline, which is the training set maximum value (MSE = 601.7531 vs baseline MSE =
36062.7851).

Our results prove that human dynamics, extracted from aggregated and anonymized mobile phone data,
are good proxies for modelling energy consumption. The introduced models technically do not account for
seasonality on a yearly scale due to the 2-months limitation of the data sample. However, this limitation could
easily be solved by training the model on more data.

Our results have several practical implications. Our approach could help to optimize the economy of energy
producers/distributors value chain, also acting as an efficient tool for meeting peak electrical energy demand.
Hence, could help to reduce total primary energy consumption and ecological footprint including climate change
still meeting the people’s energy needs.
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Crime is a well-known social problem affecting the quality of life and the economic development of a
society. Urbanists and architects have investigated the relationships between people dynamics, urban
environment and crime. Urban activist Jane Jacobs emphasized natural surveillance as a key deterrent
for crime: as people are moving around an area, they will be eyes on the street able to observe what
is going on around them. Hence, Jacobs suggests that high diversity among the population and a high
number of visitors contribute to the safety of a given area and lead to less crime [2]. Conversely, Newman
proposed an alternative theory arguing that a high mix of people creates the anonymity needed for
crime [3]. Thus, according to Newman, low population diversity, low visitors ratio and a high ratio of
residents are the features contributing to an areas safety. Several studies have tried to shed light onto
these conflicting theories.

Criminologists have also started to investigate in detail significant concentrations of crime at micro
levels of geography, regardless of the specific unit of analysis. Research has shown that in what are
generally seen as good parts of town there are often streets with strong crime concentrations, and in
what are often defined as bad neighborhoods, there are locations relatively free of crime.

In this paper, we propose a novel place-centric and data-driven approach for crime prediction: specif-
ically we investigate the predictive power of people dynamics — derived from a combination of mobile
network activity and demographic information — to determine whether a specific geographic area is likely
to become a scene of the crime.

2 Methodology and Results

In our model, we used 1 month of aggregated and anonymized mobile data combined with demographics
information to predict whether a particular neighborhood in London will be a crime hotspot or not in
the following month, i.e. whether it will have more or less crimes than the median number of crimes
per neighborhood in London’s metropolitan area. Our model (based on random forests) achieves 68.37%
accuracy when using only mobile + demographics information, and 69.54% accuracy when adding census
data (borough profiles data). For more detail, see [1].

A spatial visualisation of our results is reported on a map of the London metropolitan area in Figure
2 and compared with a similar visualisation of the ground truth labels in Figure 1. In the maps, green
represents low crime (class 0, number of crimes < median number of crimes) and red high crime (class 1,
number of crimes > median).

3 Discussion

Our results show that human behavioral and demographic data (at a daily and monthly scale) significantly
improve the prediction accuracy when compared to using rich statistical data about a boroughs population
(households census, demographics, ethnicity, employment, etc.). The borough profiles data provides a
fairly detailed view of the living conditions of a particular area in a city, yet this data is expensive and
time-consuming to collect. Hence, this type of data is typically updated with low frequency (e.g. every
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few years) making difficult the observation of potential changes. Human behavioral data derived from
mobile network activity combined with demographics provides significantly finer temporal and spatial
resolution.

The features with highest predictive power in our combined model (mobile+borough profiles variables)
are derived from the mobile data and not from the official statistics coming from borough profiles.

Moreover, higher-level features extracted over a sequence of days from variables encoding the daily
dynamics have more predictive power than features extracted on a monthly basis. This finding points
out at the importance of capturing the temporal dynamics of a geographical area in order to predict its
levels of crime.

Interestingly, features derived from the percentage of people in a certain cell who are at home both
at a daily and monthly basis seem to be of extreme importance. In fact, 11 of the top 20 features are
related to the at home variable. Newman approach of defensible space postulates the relevance of a high
number of residents in an area to reduce crime. The predictive power of home variables seems to confirm
their relevance. However, we found positive associations between the home variables and crime. Hence,
our findings do not support Newman thesis, suggesting that an increased ratio of residents is linked to
less crime and higher urban safety. It is also interesting to note the role played by the unpredictability
of the variables, captured by Shannon entropy features. The entropy-based features in fact seem useful
for predicting the crime level of places (8 features out of the top 20 are entropy-based features). In our
study, the Shannon entropy captures the predictable structure of a place in terms of the types of people
that are in that area over the course of a day. A place with high entropy would have a lot of variety in
the types of people visiting it on a daily basis, whereas a place with low entropy would be characterised
by regular patterns over time. In this case, the daily unpredictability in patterns related to different age
groups, different use (home vs work) and different genders seems to be a good predictor for the crime
level in a given area. Our findings support Jacobs theory of natural surveillance [2] that high diversity
of functions in a area and high diversity of people (gender-diversity and age-diversity) act as eyes on the
street decreasing the number of crimes.

We believe that this work helps deepen our understanding of the relationship between human dynam-
ics, urban characteristics and crime.
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1 Introduction

Many health indicators are measured through pas-
sive surveillance systems reporting at the level
of health facilities. To convert these measures
to population—level metrics, estimates of facility
catchment population sizes are needed. A range
of recent studies have highlighted the dynamic
nature of human populations through quantita-
tive analyses, particularly in low income settings
[Bengtsson et al., 2011, Bharti et al., 2011, Lu
et al., 2013]. However, populations are frequently
assumed to be static over the study period due to
a lack of time-resolved data. Recent analyses have
shown the potential of using anonymised mobile
phone call data records (CDRs) to produce ac-
curate and dynamic population distribution maps
[Deville et al., 2014]. Here we describe how CDRs
can be used to estimate changes in population dis-
tribution in a low income setting and how mea-
sures relevant for public health applications can
be calculated using this data. Using the example
of health facility catchment areas in Namibia, we
demonstrate that the population size of health fa-
cility catchments varies throughout time and that
CDRs can be used to improve catchment area pop-
ulation size estimates.

2 Data and Methods

Mobile phone call data records covering a 3.5 year
period from October 2010 to April 2014 were pro-
vided by the leading mobile phone service provider
in Namibia, MTC (Mobile Telecommunications
Limited). Following methods outlined in previous
studies [Bengtsson et al., 2011, Gonzalez et al.,

2008, Tatem et al., 2009, Wesolowski et al., 2012],
we used the location of the towers through which
an individual’s communications were routed to
calculate the daily locations for the anonymous
subscribers and subsequently estimated the num-
ber of daily users for each mobile phone tower.

The user density over the coverage area of each
tower (determined by its Voronoi polygon) was
spatially extrapolated to census units, to obtain
density values at the level of census units. Follow-
ing the method described in Deville et al. [2014],
we used a linear regression on training data to
model the relationship between census unit mo-
bile phone user density and observed population
density according to the most recent census, con-
ducted in August—September 2011.

Using the obtained parameters, we predicted
population densities for each census unit for each
month within the period covered by the data, ad-
justing the estimates to match the total predicted
population count to the census counts. We then
used a dataset detailing health facility catchment
areas, created based on travel time [Alegana et al.,
2012], to estimate the size and change in size of
the population in each catchment area (see Fig-
ure 1 for catchment areas overlayed on a static
population distribution estimate provided by the
Worldpop project).

To demonstrate the importance of population
mobility in the context of disease surveillance, we
then applied our monthly population estimates
to assess population variability in health-facility
catchment areas.
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Figure 1: Catchment areas overlayed on static popu-
lation estimate layer (Worldpop project http://www.
worldpop.org.uk).
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Figure 2: Percent difference in population numbers
between November 2011 and December 2011. Red cor-
responds to a strong increase in population numbers
in December, whereas blue corresponds to a decrease.
The most substantial change in population distribu-
tion at Christmas time is the migration from the cap-
ital, Windhoek, to the North and North-East regions
of the country.
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Figure 3: Change of catchment area population
counts, showing the difference of the monthly predic-
tion to the estimated based on static census population
counts. Catchment area populations for facilities in the
North (shown in red) are substantially larger than the
static estimate during the holiday period. The oppo-
site can be observed for health facilities in and around
Windhoek (blue), showing a marked decrease in catch-
ment population sizes for the same period of time.

3 Results

The population distribution is dynamic with a
particularly marked change around the Christmas
holiday period. Figure 2 shows the difference in
population numbers for each census unit between
November 2011 and December 2011 as percent
change. We can clearly see a marked decrease in
the population number around the capital, Wind-
hoek. At the same time population sizes increase
substantially in the North of the country. The
opposite dynamic can be observed in the period
following the holidays (not shown).

In Figure 3 we show the relative difference of es-
timated catchment area populations to the pop-
ulation number estimated from the census. We
show the difference for health facilities from the
North (shown in red) and the Windhoek area
(blue). The peaks of relative increase in popula-
tion numbers in the North around December cor-
respond to the lows for the Windhoek region.
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4 Conclusion

We show that even in a sparsely populated coun-
try such as Namibia with large distances between
population centres, populations are highly dy-
namic across the year. As a result, catchment
populations sizes of health facilities can change
substantially through the year, with dynamic es-
timates differing by up to 15000 people (or up to
a 30% difference) from a static estimate. CDRs
can be used to assess the seasonality of popula-
tion density and improve estimates by generating
dynamic estimates.

5 Implications

The results have big implications on health met-
rics that rely on estimates of catchment denom-
inators, with likely substantial under- and over-
estimations of population prevalences of health
outcomes present. Moreover, the period of largest
changes in population distribution coincides with
the beginning of the malaria transmission season.
Therefore, neglecting to take into account season-
ality is likely to bias passive surveillance mea-
sures. Furthermore, we have seen that the ob-
served changes in population density can be rapid
at some times of the year, with substantial differ-
ences within the space of a single month. This
has implications for the design of targeted inter-
vention studies, intervention planning and the dif-
ficulties of reliably quantifying effects.

6 Perspectives

Compared to the method presented in Deville
et al. [2014] there are some additional technical
details to consider due to the different setting.
While in France mobile phone coverage can be
assumed to be complete, some areas in Namibia
have no coverage. While these are often sparsely
populated, using the same method as applied to
the France data might lead to estimation errors as
a result of substantially overestimating the cover-
age area of certain towers. Additionally, due to
the growing mobile phone market in Namibia and
the long period covered by our data set, the set
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of towers is dynamic due to continuing growth of
the mobile phone network.
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The aim of this presentation is to introduce a methodology for measuring de facto populations based on

mobile positioning databases. In the mobile and rapidly changing world, demographic processes must also
be monitored more precisely than before. Censuses are usually conducted with a 10-year cycle and
population register data is usually published as at the 1% of January, but today, it is necessary to know the
number of residents located in an area at every moment of time. The consumers of such information include
urban planners, transport managers, marketing companies, managers of emergency situations, and many
others.

De jure populations are determined on the basis of an official fact or registration (census, register). De facto
populations are formed by the people located in a certain area at a certain moment of time. (1) “Population groups
or segments of de facto population consist six categories: (a) visitor population; (b) homeless population; (c)
seasonal population, which we subdivide into (d) the amenity seeking population and (e) migrant workers and their
families; (f), the portion of the Daytime population that consists of residents from elsewhere; and (g) the De Jure
population that is “present.” (1). For accurate measurement of de facto populations, various registers and sources
of data are usually combined (2); they can also be measured within a limited unit of space and at a specific unit of

time through observation or survey. They are more difficult to measure in large areas (3,4).

When mapping the distribution of population with the help of secondary data, it is necessary to know the factors
and migration processes influencing the population. Distribution of population is most directly influenced by the
geography of the building stock and the hierarchy of the population system. De jure populations can be directly
connected to the locations of residential buildings. In the case of de facto populations, there are stronger
connections with the locations of places of work, educational institutions, services, and various public agencies as
well. The population system and the geographical distribution of the population are, for example, also influenced
by the hierarchy of the population system and the development cycle of cities. Of population processes, the short-
term dynamics of the population, its circadian, weekly, and seasonal cycle, are very important in mapping de facto
populations (5,6). Migration processes that are tightly related to demography, economy, and international relations
are also an important factor (7,8).

In this presentation, we are using passive mobile positioning, i.e. Mobile Network Operator (MNO) Call Detail

Record CDR) and Data Detail Record (DDR) data, to measure de facto population. Mobile data has been used for
23
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measuring population in many study projects (9, 10). Only the consent of the mobile operator and ensuring the
procedures required for privacy protection are needed. Eurostat has also been most interested in this source of data
(12).

In this presentation, we introduce a methodology, which produces de facto population statistics from CDR files.
The CDR data include: the anonymous ID connected to the phone number (follows the same phone through
history); call activity (any active use of the phone network, calls and text messages in and out, data services)
location Cell 1D (network cell location based on the location of the antenna); time of the call activity (with the
accuracy of a second) (12). The CDR data are distributed unevenly in time and space, but they are collected for a
long period of time. Thus, several algorithms for temporal and spatial interpolation of the data are needed. In our
research, we have developed important data processing algorithms in the following stages:

a) Temporal interpolation of the data — harmonisation of the temporal distribution of location points.
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b) Spatial interpolation — harmonisation of the special distribution of location points.

¢) Finding anchor points — determining regularly visited and meaningful places.
d) Determining population segments — segmentation of population groups of different statuses on the basis

of characteristics.
We determine the following units of population segments:

a) Permanent residents
b) Temporary residents
c) Domestic visitors

d) Foreign visitors

e) Transit visitors

In the analysis, we used algorithms to calculate the segments of de facto residents for all Estonian local
municipalities and larger towns for the years 2012-2014. The calculated population segment figures are compared

to the 2011 Census data and the later data will be compared to the number of people on the Census day (1.01.2012).

The results show that the number of permanent residents correlates best with the number of residents in the Census,
the relationship is very strong (the correlation coefficient is 0.998). There is also a very strong relationship between
the number of residents in the Census and the number of temporary residents and the number of visitors (Fig 1).
There is a medium strength relationship between the number of residents in the Census and the number of foreign

visitors and the transit segment.
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Figure 1. Average correlations of the whole period between population segments and the number of residents in

the Census.

On the Census day (1.01.2012), there was a very strong relationship between all segments and the number of
residents, the correlation coefficient was higher than 0.9 in the case of all segments. The number of permanent

residents correlates best with the number of residents on the census day (correlation coefficient 0.998).
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Figure 2. Variation of the correlations between population segments and the number of residents in the Census by
days.

25



NetMob

2015

Comparison of the figures calculated by using algorithms to the Census data also shows that clear regularities have
developed between population segments and certain days of the week. Above all, weekend days and working days
are statistically different. In the case of certain segments, there are also great differences between working days
(such as Friday). According to the theory of temporary migrations, it is a rhythmic process, a decrease in one place
means an increase in another (5,6). The segment of foreign visitors and transit also behaves differently. There are
also certain regularities in the variation of monthly population figures, with the summer months of June, July, and
August as a holiday and tourism period most distinct. These results relate well with the theory of seasonal
migrations and earlier practice. There are also statistically significant differences in the locations and distribution
of population segments in December; here, the influences of events are significant in addition to the holidays.

The most complicated issue with the dataset has been distinguishing visits and transit, because it is not possible to
register the exact amount of time spent in an area on the basis of CRD and DDR - only the locations of phones are

registered. Since the number of phones does not characterise the presence of people with an absolute accuracy, we
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have used various correction coefficients created on the basis of reference data to generalise the dataset to the

general population, and are using databases of censuses, accommodation statistics, road counters, ferry

connections, etc.
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Investigating the relationships between spatial structures and
urban characteristics

Marco De Nadai!, Bruno Lepri?, Roberto Larcher® and Nicu Sebe!
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2Fondazione Bruno Kessler
3Telecom Italia - SKIL

1 Introduction

Nowadays, the majority of people live in cities and the urban areas density is generally increasing.
Several works show that the size of cities plays a fundamental role in a systematic acceleration of social
and economic life [1]. These gains are applied to different quantities including economic output, wages,
patents and epidemics and the average increase in these urban quantities, Y in relation to the population
size N, is usually described by a super-linear scale-invariant law. Recently, theoretical works suggest
that the origin of this super-linear scaling stems from social interactions [4]. Hence, understanding city’s
dynamics and spatial dynamics is of paramount relevance. Morphological urban analysis have been widely
studied in literature. However, this was almost limited to static reports coming from census or remote
sensing data.
The recent availability of new large-scale data sets, such as those automatically collected by mobile phone
networks, open new possibilities of studying city dynamics.

In this paper, we analyzed the communication networks of 12 Italian cities with more than 150’000
inhabitants in order to investigate the impact of cities’ spatial structures and dynamics on different
socioeconomic outcomes such as economic growth, innovation, contagious disease rates and crime.
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2 Methodology and Results

Our analysis is based on hourly aggregated and anonymous mobile traces provided by an Italian telecom-
munications operator, which concern 14 Italian cities urban areas during five months (from February
2014 to June 2014).

Given the irregular spatial distribution of the antennas per each technology (GSM, UMTS, etc.), the
city area is spatially aggregated in a regular square grid with size « in order to simply compare the city’s
areas and the cities among each others. The value a has to correctly describe the city’s neighbourhoods:
a very small value can create cells in which the same quarter is described by more than one cell, while
a too big value can hide interesting information and differences between quarters. In order to overcome
the arbitrariness limit derived by the « choice, o was set to the mean distance between the nearest
neighbourhoods’ centroids of Milan (0.6km). This means that a square cell of 0.6km? can correctly
describe a quarter. The mobile traffic was re-calculated using the square grid, giving the access to the
local activity density p(i,t) at time ¢ and place (square) i.

Firstly, we investigated the average people compactness in the city. This is an important urban metrics
which helps to understand how citizens move during the day. For this reason the average distance between
phone users in the city D, is computed thanks to the Venables distance [2]. This distance was weighted
with the squared city’s area VA in order to compare different cities. From fig. 1 it is possible to see
that Milan has a peak around 9, were people are still probably at home or in the commuting system,
then it collapses during the day, displaying a spatial concentration of people, probably because they
work and/or tourism is more active. Contrarily, Naples shows an almost constant distance, probably
meaning that workplaces and residential places are less separated among each other than in Milan, or
that Naples is more equally spatial distributed. From the distance D, it is also possible to study the
dilatation coefficient which describes an entire city by:

_ maxy(D,(t))
ming(Dy(t))
. In figure fig. 1 it is possible to compare the different cities. This describes how the city is spatially 28

organized, showing for example if workplaces, schools and leisure places are concentrated in the same
area.
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Figure 1: (a). Time evolution of the average distance between phone users in the various cities. (b).
Spatial distance between hotspots. (c). Power law fit between the average number of hotspots and cities’
population.
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In order to look the morphological distribution of the city, it is very useful to look at its hotspots. The
simplest way to define the hotspots is by choosing a threshold § and considering hotspots all the points
with a density p(i,t) > 4. This threshold can be chosen by experience or by observing the data, leading to
an obvious arbitrariness in the results and to a unique threshold among time t. On the contrary, we used
the Loubar threshold p(i, ) rou, defined by [2], from the tangent of point p(1,1) of the Lorenz Curve of
the density p, which expresses the spatial inequality of a city at time ¢. The interesting features explored
by applying this method are here presented.

Louf and Barthelemy [3] showed that in U.S activity centres, as determined from employment data,
N, scales sub-linearly (with § & 0.64) in relation to the population size. More recently, Louail et al. [2]
demonstrated that there is a sub-linear relation, with a similar exponent 3. between activity (mobile)
hotspots and population for Spanish cities. Here, we firstly try to verify the aforementioned sub-linearity
relation for Italian cites, then we investigate the associations between activity (mobile) hotspots and
social quantities such as criminality, employment.

Interestingly, the power law fit between population and number of hotspots confirms the results ob-
tained with Spanish cities in [2]. Furthemore, we carried out correlational analyses to investigate whether
associations between the average number of hotspots and social quantities like GDP, employment, un-
employment, patents intensity and criminality exist. For these analysis we employed the non-parametric
Spearman’s Rho method with a level of significance p < .05 (see table 1 reporting Spearman correlation
coefficients and the power law fit’s exponent ().

Variable Spearman correlation [—-1,1] 3

Population 0.96 0.54
GDP 0.60 0.68
Employment 0.83 0.61
Unemployment 0.56 0.40

Table 1: significant Spearman correlation coefficients and power law exponent (3) between various social
quantities and the average number of hotspots
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BEHAVIOR REVEALED IN MOBILE PHONE
USAGE PREDICTS LOAN REPAYMENT

DANIEL BJORKEGREN®

Many households in developing countries lack for-
mal financial histories, making it difficult for banks
to allocate capital, and for potential borrowers to
obtain loans. However, many unbanked households
have mobile phones, and even prepaid phones gen-
erate rich transaction histories. This project shows
that behavioral signatures in mobile phone data pre-
dict default with accuracy near that of traditional
credit scoring methods that rely on financial histo-
ries. The method is demonstrated using call records
matched to loan outcomes for a sample of borrowers
in Haiti.

1. INTRODUCTION

Many studies have found that small firms in de-
veloping countries have access to opportunities with

high returns that, puzzlingly, remain untapped (De Mel

et al., 2008; McKenzie and Woodruff, 2008; Banerjee
and Duflo, 2014). One reason these opportunities
may remain untapped is if potential lenders have dif-
ficulty identifying the investments that will be prof-
itable.

Developing country banks that would lend to small
firms face several particular challenges. In developed
countries, banks have access to robust information on
borrower reputation through credit bureaus, which
aggregate information on an individual’s historical
mangement of credit, but many developing country
households do not interact with formal institutions
that generate these forms of data. As a result, lenders
have very little formal information on potential bor-
rowers. This is particularly problematic, as banks
who would lend to small or informal businesses may
have little recourse if a borrower were to default.
Even when banks can rely on institutions like police
and courts, it is costly to follow up on small loans.

Traditional microfinance has presented one solu-
tion to the repayment problem, but it is not clear that
the investments currently selected by microfinance
have generated growth for small businesses (see for
example Karlan and Zinman, 2011; Banerjee et al.,
2014).

This paper introduces a new method to identify
profitable investments, using information on poten-
tial borrowers that is already being collected by mo-
bile phone networks.

*Brown University. E-mail: dan@bjorkegren.com, Web:
http://dan.bjorkegren.com

Revision January 12, 2015. Preliminary and incomplete.
Thanks to Entrepreneurial Finance Lab for data, and Nathan
Eagle, Seema Jayachandran, and Jeff Berens for helpful dis-
cussions. This work was supported by the Stanford Institute
for Economic Policy Research through the Shultz Fellowship
in Economic Policy.
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Although unbanked households lack the formal
records needed for traditional credit scores, many
have maintained a rich history of interaction with a

formal institution over an extended period of time—their

mobile phone activity, recorded by their operator.
Even with prepaid plans, operator records yield rich
information about individual behavior and social net-
works. If indicators derived from this data are predic-
tive of creditworthiness, they can help banks identify
profitable opportunities. There are many straightfor-
ward indicators of behavior that are plausibly related
to loan repayment. For example, a responsible bor-
rower may keep their phone topped up to a minimum
threshold so they have credit in case of emergency,
whereas one prone to default may allow it to run out
and depend on others to call them.

This paper demonstrates that indicators of behav-
ior derived from mobile phone transaction records
predict loan repayment with accuracy near that of
traditional credit scores.

2. DaTA

My organizational partner is EFL (Entrepreneurial
Finance Lab), which works on alternative credit scor-
ing methods in developing and emerging markets with
an emphasis on the unbanked.® EFL obtained linked
phone and completed loan data for a sample of bor-
rowers in Haiti. First, anonymous records were ob-
tained for a sample of borrowers who took out a small
loan from a local bank. These records include ba-
sic demographics such as age and gender, the terms
of the loan provided, and whether the loan was de-
faulted on (defined by 90 days of nonpayment).> Many
of these borrowers also have mobile phone accounts
with a large operator in the country. These borrowers
were matched to their prepaid phone accounts using
encrypted (anonymous) individual identifiers. Mo-
bile phone transaction records (CDR) were obtained
for these matched accounts, including metadata for
each call, SMS, top up, and data access, for the year
of 2012.

Because we aim to predict default based on the
information available at the time a loan was granted,
only mobile phone transactions that precede the loan
date are included. We focus on the bank’s small loan
product. The data includes 3,131 loans granted be-
tween January and September 2012, of which 12.8%
ended in default. Borrowers have a median loan size
of $184 and term of 5 months (Haiti’s per capita GDP
was $775.52 in 2012).?

From their website, website, “EFL Global develops credit
scoring models for un-banked and thin-file consumers and
MSMESs, using many types of alternative data such as psy-
chometrics, mobile phones, social media, GIS, and traditional
demographic and financial data. We work with lenders across
Latin America, Africa and Asia.” http://www.eflglobal.com

2Loans that ended in default were oversampled to aid in
estimation.

3All results reported in US dollars.
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3. METHOD AND RESULTS

The goal is to predict the likelihood of default us-
ing behavioral features derived from mobile phone
usage. The model is estimated using data on loans
that have already been completed; these estimates
are used to predict whether a loan would end in de-
fault based on the information available at the time
the loan was granted. Because this sample of indi-
viduals did obtain loans, risk is reported among those
who were allocated loans based on the bank’s scor-
ing method at the time; default risk among unbanked
populations may differ, and can be explored in follow
up work.*

The loan data provides an indicator for whether a
particular borrower defaulted on their loan (90 days
past due). From the phone data we derive 6,841 fea-
tures with variation. Features include measures of us-
age: intensity and distribution over space and time,
top up and depletion patterns, mobility, the pattern
of handset use, and strength and diversity of social
network connections. The performance of these fea-
tures will be compared against a benchmark using the
characteristics that the bank recorded at the time of
the loan: gender, age, loan size, and the loan term in
days.

A first question is how individual features corre-
late with default. Benchmark features have very low
correlation with default (magnitudes between 0.004
and 0.06), which is reasonable: the bank should al-
ready be incorporating the features it observes into
the decision of whether to extend credit. Several cat-
egories of features from the phone data have highly
significant correlations with magnitudes between 0.12
and 0.18, including variation and periodicity of usage,
and several measures of mobility.

While individual features are significantly corre-
lated with default, the best prediction method will
take into account multiple features at the same time.
Because of the large number of potential predictors,
including all of them in a simple method like ordi-
nary least squares (OLS) would lead to overfitting.
Instead, two types of models are estimated, includ-
ing a specification of OLS chosen by a model selection
procedure (stepwise search using the Bayesian Infor-
mation Criterion) and random forests. To best mea-
sure how the method will perform out of sample, all
estimates are computed using cross validation with
5 folds. The data is randomly divided into 5 folds,
and the outcomes for each fold are predicted using a
model estimated on the omitted folds.

The main result we report is the area under the
receiver operating characteristic curve (AUC), which
should range from 0.5 to 1.0. The receiver operat-
ing characteristic curve (ROC) plots the true positive
rate of a classifier against the false positive rate. If

4The measures in this paper correspond with a counter-
factual of being more selective in extending loans.
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FiGure 1. Model Performance:
Receiver Operating Characteristic
Curve
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the ROC of a classifier has nonconvexities, it is pos-
sible to reweight it to obtain the convex hull of the
original ROC; thus I also consider the area under the
convex hull of the receiver operating characteristic
curve (AUC-H). Figure 1 presents the convex hulls
of the best benchmark model and the best model us-
ing indicators derived from phone data.

The benchmark models using only demographic
and loan data have moderate AUCs ranging from
0.531-0.536. Adding features derived from phone data
improves AUCs to the range of 0.660-0.682, and the
AUC-H of the best model is 0.690 (stepwise OLS).
This performance is near a sample of published re-
sults of AUC estimates from other studies that use
traditional credit scoring methods with financial data
in more developed settings. Baesens et al. (2003) re-
ports top AUCs ranging 0.668-0.758 for different UK
samples and 0.776-0.791 using for samples from the
Benelux countries. Calabrese and Osmetti (2013) re-
ports a top AUC of 0.723 for small and medium en-
terprises in Italy.

To account for the possibility of unforeseen shocks,
ideally the model would be tested not only on out of
sample individuals, but also on out of sample time
periods. Since the data spans only a short time this
is left for future work. Results so far suggest that the
performance of the model without financial data ap-
proaches the performance obtained with traditional
credit scoring methods in more developed settings.
Performance is likely to improve with additional tun-
ing and data (this paper uses an average of 2.5 months
of phone data per borrower).

'
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Recent studies have shown the value of mobile phone
data to tackle problems related to economic development
and humanitarian action. In this research, we assess the
suitability of indicators derived from mobile phone data as
a proxy for food security indicators. We compare the mea-
sures extracted from call detail records and airtime credit
purchases to the results of a nationwide household survey
conducted at the same time. Results show high correlations
(> .8) between mobile phone data derived indicators and
several relevant food security variables such as expenditure
on food or vegetable consumption. This correspondence
suggests that, in the future, proxies derived from mobile
phone data could be used to provide valuable up-to-date
operational information on food security throughout low
and middle income countries.

In recent years the explosion in the use of digital ser-
vices has led to what has come to be called the “Big Data
Revolution”. This revolution has fundamentally changed how
companies are able to understand their users through analysis
of data produced passively. However, more recently, as low-
cost mobile handsets and internet usage have proliferated in
developing countries, reaching 90% coverage in the developing
world in 2014 [1], the potential of these signals to transform
development and humanitarian action has emerged.

Big Data has the potential to guide policy makers by provid-
ing an alternative to traditional data sources such as costly and
time-consuming manual surveys [2]. For planning purposes,
access to reliable and up-to-date statistical data is essential
to humanitarian organizations when deciding where and when
help is most needed. Many rich data sources exist with the
promise of providing early warning and real-time monitoring
of vulnerable populations including remote sensing, social
media, remittances and anonymized mobile phone records.

In particular, many recent studies have shown how valuable
mobile phone data in the form of Call Detail Records (CDRs)
can be used to guide agile development policy and human-
itarian action [3], [4], [5]. The Orange D4D challenge [3],
using Cdte d’Ivoire as a case study, led to a large number of
innovative uses of CDR data ranging from mobility modeling
for transport optimization [4] to epidemic modeling [5] and
network analysis of social communities [6]. The challenge was
such a success that other challenges of big data exploration
have followed [7], [8], and the results of a second development

challenge, this time on data from Senegal, will be presented
in April 2015 [8].

Given the importance of mobile devices to people in de-
veloping economies for accessing information and economic
opportunities, phone usage data represents a clear barometer of
a user’s socio-economic conditions in the absence or difficulty
of collecting official statistics [2], [9], [10]. Many studies have
already addressed the question of the relationship between the
mobile phone usage and socio-economic levels [11], [10], [12],
[91, [13].

The objective of this research is to assess the suitability of
metrics derived from mobile phone data, specifically CDRs
and airtime credit purchases, as proxies for food security and
poverty indicators in a low-income country context. We use
a country of central Africa as a case study, and compare at
a fine-grained spatial scale features measured from mobile
phone data collected in 2012 with the results of a detailed food
security survey conducted at the same time. The World Food
Programme regularly assesses the situation of nutrition, their
reports with updated information are available online [14].
While food access has greatly improved between 2009 and
2012, there is still approximately one household in five that
is food insecure in these regions. One of the recommended
steps for the way forward to tackle malnutrition in Africa
is to obtain better and more frequent information on food
security. Therefore, a real-time proxy of relevant trends on
food security indicators would be of great interest for regions
where household surveys can be time and resource consuming
if they are possible at all. In order to complement the infor-
mation obtained from food security indicators, we also assess
the possibility of using the same mobile phone data to map
poverty levels, using the results of a survey on non-monetary
poverty as a ground truth comparison.

We analyze the correlations between each pair of mobile
phone metric and survey variable aggregated over the different
administrative divisions of the country. We find very high
correlations (> 0.7) between several food security indicators
and measures computed from airtime purchases. Generally, the
sum of expenses and the maximum top-up value are the mobile
variables that correlate best with several of the food indicators,
see table I for a few selected correlation coefficients.
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TABLE I
SELECTED VARIABLES FROM HOUSEHOLD SURVEYS WITH HIGH
CORRELATION WITH THE SUM OF EXPENSES IN MOBILE CONSUMPTION.

survey variable cor. sum | 95% conf. int.
Share food from production -0.64 —0.71, —0.55]
Share food from purchases 0.66 0.58,0.73]
Food consumption score 0.62 0.54,0.7]
Monthly food expenditure 0.82 0.77,0.86
Education expenditure 0.72 0.65,0.78
Communication expenditure 0.69 0.62,0.75
Total monthly expenditure 0.6 0.51,0.68

Per capita income 0.63 0.54,0.7]
Multidimensional poverty index | -0.75 —0.8, —0.69]

The correlation shown here is the correlation between each indicator, and
the sum of expenses on mobile phone airtime credit, along with their 95%
confidence intervals. All p-values are below 1015,

For selected variables, we also test linear and quadratic
regression models, using more than one mobile phone derived
metric. The highest correlation value of all the models tested
in this study corresponds to a quadratic model with the sum of
expenses and the average amount of top-up as mobile phone
derived indicators that shadows the survey variable measuring
the amount of food expenses (0.89), see figure 1.
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Fig. 1. Quadratic combination of CDR variables against expenses on
food. Correlation coefficient: 0.89.

Looking in detail at the relations between the consumption
of each food item (survey question “how many times have you
eaten [item] in the last 7 days?”’) and mobile phone expenditure
(measured by the average of the sum of airtime expenses per
user over 6 months), we found different correlation values
ranging from no relation to very high correlation between
certain food items and airtime expenses. In particular the
consumption of vitamin rich vegetables, rice, bread, sugar
and fresh meat have a very high correlation (> 0.7) with the
airtime purchases. On the other side of the spectrum, broadly
cultivated items like cassava and beans have no relation
with the expenditure on mobile phones. These results are
particularly interesting, as the products from the first group
are mainly bought in the market while the products with
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consumption uncorrelated to top up values are cultivated for
personal consumption. Therefore this study is compatible with
a new hypothesis: expenditure in mobile phone top up is
proportional to the expenditure in food in the markets.

When analyzing the relation between mobile phone
variables and poverty indices, we have been able to create
a proxy indicator for multidimensional poverty index at the
sector level (> .8 correlation). Interestingly, we have found
that the most important variable to shadow poverty levels is
the top up information.

This study is a first step towards demonstrating the utility
of mobile phone data, as a novel new data source for food
security monitoring. All in all, this analysis shows that simple
statistics on top-up data could very accurately provide valuable
information about the evolution of food security at a fine
grained spatial level. In particular, we have begun to outline
which aspects of ground truth food security information are
reflected in CDR and mobile phone top-up information. This
research illustrates a feasible mechanism whereby mobile data
could be shared outside a mobile company at a lower resolu-
tion than the individual level, yet still providing information
to guide policy.

The full article of this research is available online [15].
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Mobility and Productivity:
Quantifying Urban Economic Activity
using Cell Phone Data’

Gabriel E. Kreindler*? and Yuhei Miyauchi ***

! Department of Economics, Massachusgtts Institute of
Technology, Cambridge MA
2LIRNEasia, Colombo, Sri Lanka

How do daily commuting flows relate to the temporal
and spatial distribution of urban economic activity?
Simply knowing where people work will not fully
capture economic activity, because locations vary in
productivity. We show how the entire matrix of
commuting flows obtained from cell phone data can be
used to estimate productivity, which allows for a more
accurate estimation of economic activity. We achieve
this by estimating a gravity equation derived from a
discrete choice model of job choice. To validate our
approach, we use the model to predict mean residential
income at commuting origins, which we compare with
a new dataset of nighttime lights. We discuss potential
applications.

Human mobility and economic activity are intertwined.
Previous work has established that international migration
flows are responsive to economic activity in the
destination country, as well as to distance [1], [2].
Regional and seasonal migration also respond in a similar
fashion [3], [4]. These results are suggestive of a
relationship between mobility and economic activity at
much finer temporal and geographic scales. However, to
date this relationship has not been studied quantitatively
mainly due to data limitations. This is the goal of our
project. We study the link between daily mobility
(commuting) flows and economic activity within cities,
and quantify it using cell phone data.

Our project has three contributions. First, we set up a
theoretical model that links individual home- and job-
choice decisions, commuting flows and economic
productivity, and show that it can be implemented

° The authors are grateful to the LIRNEasia organization
for providing access to cell phone data and an excellent
working environment, to Sriganesh Lokanathan, research
manager at LIRNEasia, whose dedication and relentless
efforts made this project possible, and to Danaja
Maldeniya for constructive feedback on the project. We
acknowledge funding from the International Development
Research Centre (IDRC).

* Contact: gek@mit.edu; miyauchi@mit.edu.
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empirically through a gravity model. Second, we use cell
phone data from Sri Lanka to construct a measure of
commuting with fine urban spatial and temporal variation,
and proceed to estimate the model.* Third, we validate the
model’s performance using a new and improved data
source of nighttime lights.

Our work builds on a recent literature on urban sensing
[5], and the measure of economic activity may eventually
assist policy in urban areas. This detailed data can help
improve economic policy [6], as well as benefit urban-
planning by making it more responsive to detailed trends
in the concentration of economic activity.

Discrete Choice Model and Gravity Equation

In the model, based on [7], workers choose their work
destination by trading off the wage offered at each
destination, against the distance needed to reach each
destination. Naturally, high wages may compensate for the
cost of commuting. Other idiosyncratic factors that
influence job choice are modelled as random shocks from
a pre-specified distribution (Fréchet or type Il extreme
value). This setup implies that the commuting probability
m;; that a worker residing in origin i commutes to
destination j satisfies the following gravity equation:

log(m;;) = ¢, + Blog(Dy;) — w + &), (1)
where v; is a log transformation of the wage at j, D;; is a
measure of distance between i and j, y; captures origin-
specific factors, and ¢;; is measurement error. Intuitively,
Y; captures a destination’s attractiveness, after controlling
for distances to all origin locations, and their respective
sizes. The benefit of using an explicit model of workers’
decisions is that it allows us to back out other useful
economic measures, such as the output and the average
residential income at a particular location.

In the full paper, we study several features and extensions
of the model, such as the importance of the aggregation
level, (i, j) pair specific factors, and worker heterogeneity.
The model can also accommodate a variety of assumptions
on how workers choose their home location.

Commuting Flows and Model Estimation

Empirically, the model can be mapped to the real world
using commuting flows extracted from cell phone data.
We use a simple algorithm to construct daily commuting
flows from CDR data, building on the literature on this
topic [8], [9]. Figure 1 shows the distribution of smoothed
commuting flows from a particular origin location (i.e. a
given cell tower Voronoi cell) in the greater metropolitan

1 Our approach will perform significantly better in urban areas,
due to higher cell tower density relative to less developed areas.
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Colombo area. What is noteworthy is that there is
significant variation in commuting flows even after
accounting for commuting distance, and this variation
appears to capture anecdotal patterns of commuting in the
Colombo area.

We estimate equation (1) on commuting volumes between
pairs of towers in Sri Lanka. There are 3,047 towers and
~ 1,7 million pairs of towers in our sample, covering over
300 million commuting trips. We use a linear regression
model with two sets of fixed effects (corresponding to
origin and destination locations). Using the estimated
fixed effects and other coefficients, we construct the
residential income and output measures.

Comparison with Nighttime Lights

Having estimated economic productivity (wages) and
economic activity (output), exclusively from mobility
flows derived from cell phone data, we would ideally
proceed to validate these measure using independent wage
and output measures. Unfortunately, in our context this
type of data is only available aggregated at province level.

Instead, we present results from a validation exercise
using a measure @; of mean residential income in origin
location i, computed using the model. Intuitively, &,
captures the average of wages brought “home” by workers
who live in i and who work in various other destinations.
To assess whether @; contains non-trivial information, we
compare it with nighttime lights, which is a recognized
measure of residential income [10]-[12]. We use a new
version captured by the VIIRS satellites and curated by the
Earth Observatory Group (EOG) at NOAA. The VIIRS
data has higher spatial and temporal resolution than the
older OLS data, and it does not have a saturation point.

Figure 2 shows a graphical comparison: nighttime light
VIIRS in the top panel, and the log(®;) measure (at the
tower cell level) in the bottom panel. The correspondence
is generally good, yet there are clear points where the
model can be improved (e.g. patterns along roads). In the
paper we show using regression analysis that the income
measure is informative after controlling for population
density (interpolated from the census), and various simple
indicators derived from cell phone data.

Ongoing and Future Work

We plan to exploit the time variation in the cell phone data
to look at changes in the spatial distribution of economic
activity over short and medium time horizons. For
example, we can investigate the effects of short term
disturbances, such as the transportation restrictions
imposed by national events. We can also study whether, in
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the medium term, economic activity becomes more
concentrated around city centers, or whether it actually
moves towards city outskirts.

Legend
» Low
Commuting
Flows

High
Commuting
| W Flows

0 15 3 6 Km

Figure 1. Smoothed commuting flows from a given origin tower
cell (indicated by the green cell). Red lines indicate sub-district
(divisional secretariat) boundaries.
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Figure 2. The top panel shows a log transformation of VIIRS

nighttime lights. (The bright spot corresponds to an oil refinery.)

The lower panel shows the measure of residential income log(®;) 38
derived from the model (white corresponds to higher values).
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An application of mobile phone data for Brazil microcredit approval

Data Science Team*

Cignifi Inc.

In the past few decades, microfinance
has gained broad attention as a way to
promote the financial inclusion of the
poor population, especially in developing
countries. Microfinance also promotes
economic development and increased
employment. Popularized through the
microcredit movement of the 1970s, a
movement that included the founding
of the Grameen Bank by Muhammad
Yunus in Bangladesh, the system of mi-
crofinance has evolved to a system more
comprehensive than one focused on just
lending. The four main types of financial
solutions that are offered are: i) credit;
ii) savings; iii) insurance; iv) access to
payment alternatives. Microcredit re-
mains the best-known aspect of microfi-
nance, and its development is linked pri-
marily to the use of innovative mecha-
nisms that make it possible to mitigate
different market failures that keep the
poor outside of the loan market.

Much debate has risen around the mixed
outcome of microcredit. Proponents state
that it helps the borrowers get out of poverty
through the deploying of loans for small busi-
nesses and other productive means, while

critics have mainly focused on the high inter-

est rates leading the poor into a debt trap.
The high interest rates are generally caused
by: i) lack of relevant information to make
a decision about credit; ii) high transaction
cost. To overcome these two obstacles, true
innovation is needed, and here we present a
case study from Brazil, one utilizing alterna-
tive data from mobile telecommunications to
gain credit insight and facilitate lending de-
cisions with a much lower transaction cost.

Despite Brazil having taken the first ini-
tiative (the UNO project early in the 1970s),
the microfinance system development there,
after adjusting for the size of the popula-
tion, is still lagging behind countries like
Bangladesh, India or, in Latin America, Peru
and Colombia. This leaves a huge gap in the
meeting of the potential demand. The Cen-
tral Bank reports that only 9% of the po-
tential demand for microcredit in the coun-
try had been addressed in 2011 [1]. The
aforementioned obstacles, notably informa-
tion asymmetry and transaction costs, need
to be surpassed, and this can only be done
through innovation.

One of the most promising innovations
that occurred recently is mobile payments,
or pagamentos moéveis. While by official ac-
counts 56% of the adult population has bank

*Contact Qiuyan Xu, gxu@cinifi.com or Adriano A. Massuia, amassuia®@cignifi.com for further information.
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accounts in the country, the number drops
to about 33%, even in an era of economic
growth and full employment, when this value
is adjusted by taking into consideration the
poorest (20% of low-income) [2]. In com-
parison, the country reached the milestone
of 274 million active mobile lines in March
2014, with a density of 135.3 active mo-
bile lines per 100 inhabitants [3], making the
use of a mobile payments system one of the
most promising initiatives for financial inclu-
sion.

We established a partnership with
a Brazilian Telecommunication Operator
(name not to be disclosed due to confiden-
tiality agreement) and Microinvestor (Itau
Microcredit), and from them we received
information related to payment history by
contract. The overlap between the infor-
mation available on the mobile operator and
the product information on microcredit re-
stricted the study period to the year 2013.
Because of the nature of the data, with its
many open contracts with outstanding in-
stallment, survival analysis is used to esti-
mate the default risk based on all call detail
records (CDR).

Certain CDR variables are found to be

significant to differentiate the crNetM D

These variables include: i) Numbe 2015
with standard price; ii) Number of calls to
mobiles from the same carrier, but to dif-
ferent regions; and iii) Number of SMS re-
ceived. Based on our model, it seems the
population can be segmented to different
risk profiles through key variables, a pro-
cess which will allow operational deploy-
ment. Hence, creative ways to use CDR can
potentially address the issues related to the
lack of traditional credit history information
and the high transaction cost.
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In this work we study the socioeconomic structure of a communication network by
combining mobile communication records and bank credit informations of a large number of
individuals living in Mexico. We provide empirical evidences about present economic
unbalances suggesting not only the distribution of wealth but also the distribution of debts to
follow the Pareto principle. Further we study the internal and interconnected structure of
socioeconomic groups. Through a weighted core analysis we signal assortative correlations
between people regarding their economic capacities, and show the existence of “rich-clubs”
indicating present social stratification in the social structure.

Our understanding about the structure and
dynamics of social systems has been
developed considerably during the last years
due to the recent availability of large digital
datasets collecting interactions of millions of
individuals. One of the most promising
direction of studies involves mobile phone
communication datasets. As mobile phones
became personal items of our everyday life
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they are optimal to collect information about
the location, communication, online, and
physical activities of people, and to map out
their temporally resolved social-communication
network. These advancements give us to the
opportunity to study the structure and evolution
of very large social networks and signal
general rules in human behaviour.

rich club

Geographical distribution and average economical capacities of mobile phone users in Mexico (left panel). Sample
of users in Mexico City pinned at their most frequented location are depicted together with their social ties extracted
from their call detailed records (middle panel). The social network of selected users demonstrates the existence of
“rich-clubs” in the social structure where the wealthiest people appear to be connected (right panel). Colours are
coding economical capacities, the width of links scales with the wealth of the ending nodes, and the size of nodes

reflects the sum of link weights for each individual.
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However, although these studies consider
the temporal, structural, and spatial characters
of human interactions they commonly miss
one important dimension regarding the
economic status of individuals. Economic
capacities of people may largely determine
their communication and social behaviour thus
the emerging structure of the global social-
communication network. Studies combining
the social network with economic data could
help us better understand spatial, and social
segregation, or economic imbalances evolving
in the society.

Here we propose a study, which moves
along this direction by considering information
about the mobile communication, location, and
economic capacities of people. We use a
communication dataset covering the mobile
phone interactions of millions of people who
are the clients of a single mobile provider in
Mexico [1,2]. The data collects the geo-
localised call detailed records (CDRs) for 6
consecutive months. This anonymised dataset
is combined with bank credit informations of
clients of a bank in the same county. The credit
data collects the time, location, and amount of
bank card purchases and the monthly
evolution of incomes, spendings, and debts of
the cell phone operator clients.

Using these informations we quantify the
economic status of people to estimate their
wealth and debts and infer these measures
with the structure and evolution of the social-
communication network extracted from the
CDRs. We provide empirical evidences about
present economic unbalances suggesting not
only the distribution of wealth but also the
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distribution of debts to follow the Pareto
principle [3,4]. We categorise individuals into
different economic classes to understand the
internal and interconnected structure of
socioeconomic groups. Based on the
economic status measures we perform a core
analysis and show assortative correlations
between people regarding their economic
capacities. Further we provide quantitative
evidences about the existence of “rich-clubs”
and social stratification in the social structure.

Weighted core decomposition of the
largest connected component of the
mobile communication network of users
with known economic status. Size of
vertices represents the number of contacts
e 19 of individuals in the social graph, while
° colours decode their economic status

ranging from least (magenta) to the most
® (red) wealthiest ones. The colour of circles
is assigned according to the person's core
shell determined by [5], while link colours

° on each end denote the shell of the
connected node on the opposite end.
o Social stratification is evidenced by the

narrow shell circles indicating that links

° connect mostly nodes from neighbouring
) shells. Components distributed radially on
o the right hand side are ones, which
:3 became disconnected from the largest
° component during the core decomposition
ol process.
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Understanding the Role of Social Networks on Labor Market Qutcomes Using
a Large Dataset from a Mobile Network

Filipa Reis, Pedro Ferreira
H. John Heinz III College, Carnegie Mellon University

This study uses call detail records from a major mobile carrier to identify job information networks
within the neighborhoods of a large European metropolitan area. We start by identifying home and
work locations for a random sample of business users using data on the cell towers they use to route
calls. We show that the propensity of two workers to work in the same location (cell tower) is higher
when they also live in the same location (cell tower). We extend this model by adding information on
who calls whom, which allows us to label pairs of workers as likely to know each other — friends in
short. We find that the effect of friendship on the propensity to work in the same location is two
orders of magnitude greater than that associated with living in the same location. Qur findings are
robust to alternative specifications of our dependent and independent variables such as the definition
and the strength of friendship, the distance between home and work locations and using working for
the same company in lieu of (just) working in the same location. These specifications are introduced
to reduce our concerns with homophily and reverse causality. We also show that job information
networks are more important in less privileged neighborhoods, measured by mortgages costs and
unemployment rates. This finding provides some evidence that social networks may not convey
enough information about job market opportunities to help underprivileged individuals.

The deliberate use of formal and informal social connections for information access and exchange is a
strategy commonly employed by individuals particularly evident during job searches (Ioannides and Loury,
2004). Previous literature has shown that social interactions among people who live in close geographical
proximity play a significant role on labor market outcomes (Bayer, Ross, and Topa, 2008). The research
methodologies traditionally used to study this phenomenon — social experiments (Jacob, 2005; Katz, Kling,
and Liebman, 2001), and survey data (Bayer, Ross, and Topa, 2008) — are only rarely produced, extremely
costly to generate and, most importantly, very seldom contain information on actual social networks. The
inability to observe who talks to whom may result in confoundedness between social connections and
unobserved neighborhood characteristics.

The recent growth in the use of mobile communications and the subsequent availability of datasets on who
calls whom, when and from where, opens up avenues for novel research approaches that may complement,
or even substitute, the more traditional research methodologies (e.g. Soto, Frias-Martinez, Virseda, Frias-
Martinez, 2011; Frias-Martinez and Virseda, 2012; Blumstock, 2012). Using data from mobile
communications may help alleviate the above-mentioned concern; though certainly not all communication
occurs over mobile phones, it is likely that one’s most important social connections show up in Call
Detailed Records (CDRs).

In this work, we use eleven months of CDRs from a major European mobile carrier to study how social
connections among neighbors and friends affect their propensity to work together. This carrier is the market
leader in the corporate segment in the country and in particular in the region we analyze. We start our
analysis by inferring home and work location for a random sample of business subscribers. These locations
are defined as the most used cell tower during nighttime (between 7 pm and 7 am) and daytime (between 1
pm and 5 pm), respectively. Using the geographical information associated to cell towers (latitude and
longitude) we identify the lowest possible statistical region — parishes -- in which cell towers are located.
With this information, we classify subscribers who live in the same cell tower as neighbors. We then assess
the propensity of pairs of neighbors to work in the same location (defined as working in the same cell
tower), compared to the propensity of pairs of people who live in the same parish to do so, interpreting the
difference between these two effects as an indication of job information networks among neighbors.
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Our results in Table 1 show that, controlling for parish fixed-effects, pairs of neighbors are 33% more
likely to work in the same location than pairs of subscribers who just live in the same parish (an increase of
0.002, p<0.001, relative to the baseline propensity of 0.006, p<0.001). We then extend our model by adding
information on whether these pairs of individuals use their mobile phones to talk to each other. If they do
so, we call them friends. This is where our analysis adds a critical step to what has been previously done in
the literature. The latter has been unable to account for the actual social connections among neighbors. We
find that the propensity of two neighbors who know each other -- friends -- to work in the same location is
two orders of magnitude greater (0.2601, p<0.001) than that observed for neighbors who do not talk to each
other (0.0013, p<0.001). These results are robust to a different specification of the dependent variable,
namely, an indicator of whether the two neighbors work for the same company (which does not actually
entail working in the same location). These results are also robust to different specifications of friendship.

(1) () (3) (4)

dep. var: wecell wecell wecell weell
neighbors -0.0002 0.0020%*** 0.0013*** 0.0010***
(0.0001) (0.0002) (0.0002) (0.0002)
friends 0.2601*** 0.2250***
(0.0075) (0.0087)
neighbors and friends 0.1075%**
(0.0165)
intercept 0.0061*** - -
(0.0001) - -
fixed effects for home parish no yes yes yes
N 1495157 1495157 1495157 1495157
R-sq 0.000 0.007 0.033 0.034

Standard errors in parentheses
+p<0.1 * p<0.05 ** p<0.01 *** p<0.001

Table 1. Regression results for 1,495,157 subscriber pairs. Our dependent variable (wcell) indicates whether i and j work in
the same cell tower; neighbors indicates whether they live in the same cell. (1) Gives us the baseline propensity for two
subscribers who live in the same parish (but not in the same cell) to work in the same location, 0.0061 (p<0.001). In (2), we
add parish-level fixed-effects to control for potentially time-invariant unobserved parish characteristics. In (3) we add
friends indicating whether i and j call each other, capturing the effect of being friends on the propensity to work in the same
location, 0.2601 (p<0.001), controlling for being (or not) neighbors. In (4) the interaction term, neighbors and friends,
captures how the effect of being friends on the propensity to work in the same location changes for neighbors versus people
who are not neighbors. The positive result (0.1075, p<0.001) indicates that being friends increases the propensity to work in
the same location across neighbors more than across pairs of people that live further apart.

Finally, we also test whether job information networks among neighbors play a more important role in less
privileged neighborhoods as suggested by prior research (Elliot, 1999; Weinberg, Reagan, and Yankow,
2004). Our results confirm that friendships among neighbors living in neighborhoods with lower mortgage
costs and /or higher unemployment rates play an important role in determining whether people work in the
same location or for the same company. This finding provides some evidence that social connections may
not necessarily help improve the employment conditions for disadvantaged individuals and calls for re-
allocation programs that may help the poorer find housing in more affluent neighborhoods.

Our research contributes to the body of evidence on the role of social networks on labor market outcomes.
Using only observational data, we extend previous analyses (e.g. Bayer et al., 2008) to gain further insight
on the role of job information networks at the neighborhood level and how it may vary according to the
neighborhood’s socioeconomic status. Our work provides some evidence of the potential applications of
big data generated by ICTs to explore and analyze social and economic issues.

0
Q
€
o
c
O
(@)
Ll
=
c
Q9
)
0
O}
wn

45



NetMob

2015

Bayer P., Ross, S.L., Topa, G. 2008. Place of Work and Place of Residence: Informal Hiring Networks and Labor
Market Ouctomes. Journal of Political Economy, Vol. 116 (6), pp. 1150-1196.

Blumenstock, J. 2012 Inferring Patterns of Internal Migration from Mobile Phone Call Records: Evidence from
Rwanda. Information Technology and Development 18.

Elliot J. R., 1999. Social Isolation and Labor Market Insulation: Network and Neighborhood Effects on Less-Educated
Urban Workers. The Sociological Quarterly, Vol. 40 (2), pp. 199-216.

Frias-Martinez, V., Virseda, J., Rubio, V., Frias-Martinez, E. 2010. Towards large-scale technology impact analyses:
automatic residential localization from mobile phone-call data. In Proceedings of the 4th ACM/IEEE International
Conference on Information and Communication Technologies and Development (ICTD '10). ACM, New York, NY,
USA.

Ioannides Y. M., Loury, L. D. 2004. Job Information Networks, Neighborhood Effects, and Inequality. Journal of
Economic Literature, Vol. 42 (4), pp. 1056-1093.

Jacob, B. 2004. Public Housing, Housing Vouchers and Student Achievement: Evidence from the Public Housing
Demolitions in Chicago. American Economic Review Vol. 94, pp. 233-58.

Katz, L. F., Kling, J.R., Liebman J.B. 2001. Moving to Opportunity in Boston: Early Results of a Randomized
Mobility Experiment. Quarterly Journal of Economics Vol. 116, pp. 607-654.

Soto, V., Frias-Martinez, V., Virseda, J., and Frias-Martinez, E. 2011. Prediction of Socioeconomic Levels using Cell
Phone Records. User Modeling, Adaption and Personalization Lecture Notes in Computer Science, Vol. 6787, pp.
377-388.

Weinberg B. A., P. B. Reagan, Yankow, J. J. 2004. Do Neighborhoods Affect Hours Worked? Evidence from
Longitudinal Data. Journal of Labor Economics, Vol. 22(4), pp. 891-924.

0
Q
&
o
c
O
O
Ll
2
c
Q
)
o
(O]
9p]

46



Session 4 :: Societies (l)

NetMQDb

2015

47



NetMob

2015

Persistent daily patterns in mobile telephone communication

T. Aledavood'”, E. Lépez?, S.G.B. Roberts?, F. Reed-Tsochas?#, R.I.M. Dunbar?®, E.
Moro® |. Saramaki?!

! Dept. of Biomedical Engineering and Computational Science, Aalto University School of
Science, Espoo, Finland; 2CABDyN Complexity Center, Said Business School, University of
Oxford, UK; 3 Department of Psychology, University of Chester, UK; * Department of
Sociology, University of Oxford, UK; *Department of Experimental Psychology, University of
Oxford, UK; ® Department of Mathematics, Universidad Carlos lll de Madrid, Spain; * email:
talayeh.aledavood@aalto.fi

Human activity patterns are known to follow circadian rhythms?'?, and this
is also reflected in communication activity. We investigate the daily call
patterns of 24 students over a period of 18 months®. During this period,
the students finished high school and went to university or work. We show
that while their call patterns are coarsely similar, each individual is
different and follows their own rhythm of communication. These individual
rhythms are seen to be persistent despite the major changes in the
students’ circumstances. Using entropy measures, we show that the
patterns are partially activity-driven - i.e., around certain times
communication is fairly random and shows no preference to specific alters
(acquaintances, relatives) - and partially socially driven, such that at given
times certain alters are preferred. While there is more variation here than
in communication rhythms, it is seen that often, daytime calls are more
random and evening/night time calls more alter-specific and focused
towards alters with higher ranks (rank of each alter is determined based
on fraction of calls received by that alter). We also use survey information
on the called alters to determine whether calls to family members or alters
of same and opposite gender follow specific rhythms.
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Figure: LEFT: the daily call patterns of two students during three consecutive 6-month time
periods. RIGHT: PDF of the Jensen-Shannon divergence measures of the daily patterns of
students, where d.; measures the distance between the different 6-month patterns of the
same student, and d.; the distance of the patterns between students within one period. It is
seen that on average, the distance between the patterns of one student is smaller than the
reference distance, i.e. the patterns show persistence in time.
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Inferring social ties
from WiFi scan results

Piotr Sapiezynski, David Kofoed Wind,
Arkadiusz Stopczynski, Sune Lehmann

It has become increasingly popular to study human interactions and mobility through mobile
sensors embedded in smartphones [1, 2]. Most commonly, Bluetooth is used as a ground truth
proxy for face-to-face interactions because of its short physical range (up to ~10 meters) and
relatively low impact on battery of the sensing device. There are a number of reasons why it
is crucial to investigate alternative approaches to sensing physical proximity. Firstly, relying
on a single channel is prone to error, especially considering frequent hardware and firmware
malfunctions of the sensing devices. Furthermore, while Bluetooth data is rarely collected
outside of controlled social science experiments, other channels—such as WiFi scans—are
often collected during normal operation in many contexts. Such WiFi scan information
may be available for hundreds of millions of people: many of the most popular applications
available in Google Play market require the permission which allows them to read the list
of all visible access points in each scan. This situation has important privacy implications,
which we investigate here in context of inferring the social network of users based on their
WiFi scan results.

Based on the data collected during a longitudinal study with ~1000 participants, we
extend previously suggested approaches to WiFi-based proximity inference: we investigate
machine learning methods as well as verify our previous findings [2] by using now-available
information with higher temporal resolution. To validate the idea of using WiFi as a proxy
for physical proximity, and to explore the possibilities provided by WiFi scan information, we
infer social network of users. We train a statistical model exploring various behavioral features
(see Figure 1) which, given the WiFi scans of two individuals, estimates the probability that
the individuals are connected as friends on Facebook. To evaluate the models, we compare
its estimations to the actual online social network of the participants (Figure 2).
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Figure 1: We extract various behavioral features from WiF1i scans of the participants’ phones:
we measure how much time they spend together in total; using the weighted co-occurrences
feature we incorporate information about intimacy of meetings: the lower the number of
people present at a location, the more important the meeting is; home visits are indicative
of friendships, but because of densely populated blocks and dormitories, many false positives
are generated; we also observe instances of two people arriving at a location or leaving it at
the same time.

(%)
Q0
pra)
Q0

O

o
0p)
.<..-

C
©

[9))]

(%)

)
)]

L0 > AUC Z0.38
0.8
C
506
B
(&}
© .4}
o
0.2
o mc-om o LReromavessing e
B0 02 01 06 os o 00 02 01 06 08 L0
FPR Recall

Figure 2: We train 100 instances of Random Forest Classifier using the presented features
(among others) to infer friendship links on the online social network. Clearly, physical prox-
imity is a very strong indicator of online friendship links, but there are also many links online
which are not reflected in offline relations - a fact highlighted by the saturation of ROC curve
at TPR ~ 0.5. 51
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On the complementary roles of face-to-face and mediated
social interactions

Guy Zyskind Bruno Lepri Alex (Sandy) Pentland
MIT Media Lab Fondazione Bruno Kessler MIT Media Lab

Erez Shmueli
Tel-Aviv University

Social interaction patterns have long been a subject of great
interest. Several recent studies (e.g., [3, 2]) have examined
the influence of face-to-face and mediated (e.g., phone, text
and online social networks) communication channels on em-
ployees’ mood, but since their motivation stemmed from pro-
fessional productivity, they did not include interactions that
occurred outside the working environment. In this paper, we
seek to understand how mood is affected by face-to-face and
mediated interactions during the entire day, focusing on the
relationship between the two types of interactions. Unlike
previous studies, our analysis is performed on two distinct
high-resolution datasets that were collected over long periods
of time. We find that in different moods, people prefer one
communication method (either face-to-face or mediated) and
that the two types of interactions have complementary roles
in practice. Moreover, this relationship becomes specifically
strong in cases of extreme mood states — i.e. when people re-
port being inordinately happy or unhappy. Our findings pro-
vide initial insights into how mood is affected by different
types of social interactions, and can be used in the future as a
basis for predicting and influencing individuals’ mood based
on the pattern of their social interactions.

For our analysis, we used the Friends and Family dataset
[1] and the Mobile Territorial Lab dataset'. The Friends and
Family dataset contains data on n = 130 participants that
has been collected over the course of 12 months. The Mobile
Territorial Lab dataset contains data on n = 70 participants
that has been collected over the course of 6 weeks. In both
datasets, call and text logs were collected using a dedicated
Android app installed on the mobile devices of the partici-
pants. In addition, Bluetooth scans were collected and used as
a proxy to face-to-face encounters with other individuals. Fi-
nally, mood data was collected via self-reported surveys that
were completed by the participants on a daily basis. The self-
reported surveys were introduced automatically as part of a
mobile application, thus ensuring the reliability of the self-
reported results. While the Friends and Family dataset mea-
sured mood directly on a scale of 1 —7, the Mobile Territorial
Lab followed the Positive and Negative Affect Schedule mea-
sure (PANAS) [4]. In order to make the results in the Mobile
Territorial Lab dataset comparable to those of the Friends and
Family dataset, we computed the average PA portion of the
survey, rounded to the nearest integer, resulting in 5 distinct
mood states.

"http://www.mobileterritoriallab.eu/
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(c) Average number of distinct face-to-face encounters.
Figure 1: Communication patterns effect on mood in

theFriends and Family dataset.

Figure 1 shows the average number of distinct interac-
tions depending on the mood, for all individuals and for all
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days, in the Friends and Family dataset. As can be seen
in the figure, calls and texts, both being mediated types of
communication, exhibit similar patterns, while face-to-face
follows a complementary pattern. More specifically, in ex-
treme situations (mood = 1 or mood = 7), people pre-
fer to use mediated communication over face-to-face interac-
tion, and the opposite result holds in intermediate mood states
(mood € [2, 6]).

# of sensor edges

1.0 15 2.0 25 3.0 3.5 4.0 4.5 5.0
mood

(a) Average number of distinct daily calls.

29 T T T T T T T

# of sensor edges

1.0 15 2.0 2.5 3.0 35 4.0 4.5 5.0
mood

(b) Average number of distinct daily texts.

# of sensor edges

15

1.0 15 2.0 25 3.0 35 4.0 4.5 5.0
mood

(c) Average number of distinct face-to-face encounters.

Figure 2: Communication patterns effect on mood in the Mo-
bile Territorial Lab dataset.

Figure 2 presents the same analysis for the Mobile Terri-
torial Lab dataset, focusing on Positive Affect (PA) questions.
As can be seen in the figure, the results are consistent in the
sense that the same complementary relationship between me-
diated communication (i.e., calls and texts) and face-to-face
encounters is present. In addition, while not shown here, it is
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constructive to note that the Negative Affect (NA) questions
also followed a consistent pattern.

In conclusion, understanding how mood is affected by
different types of social interactions provides a mechanism
for inferring well-being. Hence, our results could be used as
a first important step in achieving this goal. Further research
could examine more closely different types of subjects based
on their personality traits (e.g., using the Big Five personality
traits model) and see if it affects their communication prefer-
ences. Similarly, controlling for the strength of the ties could
also reveal interesting results.
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Understanding User Attributes from Calling Behavior:

Exploring Call Detail Records through Field Observations and Potential of
Estimating User Attributes of Anonymized Call Records

Ayumi Arai,
Hiroshi Kanasugi, Xiaowei
Shao, Ryosuke Shibasaki
University of Tokyo
Tokyo, Japan

1. INTRODUCTION

With the rapid spread of mobile phones, analyses of large-scale
data such as GPS logs and call detail records (CDRs) have
provided detailed descriptions of human mobility. An increasing
body of human mobility research is focused on modeling the
properties of human mobility patterns, where they are generalized
in a quantitative manner. Although these studies succeed in
mining mobility patterns [3,4], the outcomes of large-scale data
analyses describe the movement of crowds, because the data is
anonymized.

In addition to such large-scale datasets, there are other types of
data collected through conventional methods. In the field of urban
planning and transportation, many empirical studies have
attempted to identify the factors that affect human activities and
travel patterns, by analyzing data collected through questionnaire
surveys. Family and social obligations are often presented as
significant factors affecting daily travel and activity behavior [9].
This implies that people’s activity patterns are constrained by
social ties. This observation is consistent with most previous
analysis of human mobility patterns from large-scale datasets,
where people routinely visit a limited number of locations [13,14].
Though such conventional approaches may be less efficient in
defining human activity and travel patterns in terms of population
size and data period length, it can link activity and travel patterns
with people’s attributes to some extent [12]. To further investigate
the properties of user attributes in anonymized data, it is critical to
analyze this large-scale data in combination with such secondary
data [8].

In fact, emerging studies are attempting to analyze data derived
from mobile phones in combination with secondary data. [2]
observed that the ratio of shared phone usage and call type, such
as incoming and outbound calls, shows significant differences by
gender, on average. In addition, the number of usages during a
specified length of time was shown to differ according to income
level. This observation is consistent with another research project,
which analyzed social connectivity through social networking
activities [1]. Utilizing sensor data from volunteer mobile users,
[10] proposed prediction models based on user demographic
attributes.

In this work, we provide a novel approach for extracting features
from calling behavior, which can be constructed from anonymized
CDRs. This technique can reveal distinctive traits that help
identify the demographic attributes of mobile phone users. This
study is unique, because we focus on extracting lifestyle traits and
routines to identify user attributes. We statistically analyze data

This abstract is prepared based on the paper presented at the 12"
International Conference on Advances in Mobile Computing and
Multimedia (MoMM’14), December 08 - 10 2014, Kaohsiung, Taiwan
Copyright 2014 ACM 978-1-4503-3008-4/14/12...$15.00

Apichon Witayangkurn
Asian Institute of Technology
Pathumthani, Thailand

Teerayut Horanont
Thammasat University
Pathumthani, Thail

collected through a field survey that focused on the demographic
attributes, calling behavior, and weekly activity patterns of mobile
users. Several key features are empirically derived to analyze user
attributes.

Contributions of our work are described below:

* Statistical analysis results are provided for calling behavior
based on field survey data. We extract calling behavior traits
to differentiate gender that correspond to the patterns of
routine activities. To do so, we introduce the concept of
weekly activity patterns, which specifies whether the day’s
call records correspond to a day where the user is engaged in
their primary routine.

* Prototypes of calling behaviors are provided. We describe
how the prototypes and user attributes are related. Potential of
applying our results to estimate user attributes of anonymized
call records are discussed.

2. DATA

To understand the hidden properties of CDRs, we conducted a
field survey, named the Survey on Patterns of Activity for
Comprehensive Explorations of Mobile Phone Users in Dhaka
(SPACE). The purpose of SPACE is to understand the calling
behavior, characteristics, and lifestyles of mobile phone users. A
unique characteristic of the survey data is that it includes actual
call records from mobile phone users, as single-day records from
922 handsets. The records specify the call’s location type and
other basic attributes. The data contain neither mobile phone
numbers nor any other information explicitly specifying
individuals. Our survey site was Greater Dhaka, which is
composed of Dhaka City Cooperation (DCC), selected
surrounding municipal areas, and regions outside of the urban area.
SPACE was conducted from November 27, 2013 through January
4, 2014. The survey interviewed 810 households, and included
922 mobile phone users.

3. LIFESTYLE AND CALLING BEHAVIOR

To understand activity patterns, it is vital to identify a certain set
of locations where people spend the majority of their time. Many
studies identify two dominant locations for people as their home
and work or school (hereinafter referred to as “Home” and
“Primary out-of home location), which can explain a significant
portion of their activity [13] and thereby their activity patterns and
portions of their lifestyles. Therefore, in this section we examine
the time distribution of calls initiated from Home, Primary out-of-
home location, or Others by analyzing the calling behavior of
SPACES’s mobile phone users. Because sequential location
histories can infer similarities between people [7], we expect the
distributions to vary according to differences in user attributes.
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We extracted calling behavior prototypes according to gender, and
examine how their traits differ.

For the analysis provided this section we introduce the concept of
weekly activity patterns, which specifies whether mobile users are
engaged in their primary routine on the day the call was made.
Routines can be any activities users spend the majority of their
time on during the day. The routine that the user follows on the
highest number of days during the week is considered as their
primary routine.

3.1 Weekly Activity Patterns

In this subsection, we describe the weekly activity patterns of the
922 mobile users recorded in the SPACE data. Weekly activity
patterns are determined based on the number of weekly routines
(primary and non-primary), and the number of days on which the
primary routine is followed. By classifying the activity according
to a pattern, we examine how activity patterns are linked to calling
behavior in the following section. We assume that these patterns
can also be partially extracted from anonymized CDRs, which
allows us to estimate significant locations such as home and work
places. Based on this technique, we consider it possible to
reconstruct weekly activity patterns from CDRs, to which we can
apply this concept. Table 1 classifies the mobile users into four
patterns, according to the following criteria.

Table 1. Weekly activity patterns of 922 mobile users in

SPACE data
Number
.. . Number f
Pattern Description of people classified "ofbe (;ord:':: ”
into the pattern routines primary
routine
Those who repeat their primary
Group routine activity every day. Mainly | 7 56
1) composed of income earners and
those who do household tasks.
Those who repeat their primary
Group routine activity every day, except 2 6 30

2) for Friday. Mainly composed of
income earners or are students.
Those who repeat their primary
routine activity every day except for

Grgup Friday and Saturday. Mostly 2 5 9
® composed of public sector
employees or students.
Group Mostly income earners and their Lor
activity patterns do not follow 1to 6 5
“4) more

Pattern (1), (2), or (3).

3.2 Calling Behavior by Gender

This subsection compares the calling behavior of males and
females by analyzing the call records of the 922 mobile users.
First, we examine calling behavior by analyzing call location
trends. Figure 1 shows percentages for the number of calls at (a)
Home and (b) Primary out-of-home location among the total
number of calls on the primary routine day. As the figure shows,
males and females exhibit distinctly different call location trends.
Across all patterns, females tend to call predominantly from Home
while males call from both the Home and Primary out-of-home
location. This indicates that identifying dominant call locations on
the primary routine day is important for determining gender. This
feature is particularly distinctive among those classified into
Group (1), where the primary routine is repeated every day. We
conclude that considering the locations of calls and the type of
day (primary or non-primary routine day) while examining call
records is crucial for extracting gender-wise traits. Assuming that
weekly activity patterns can also be reconstructed from the CDRs,
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we conclude that our findings can be utilized to estimate the
gender of the user who produced an anonymized CDR.

100
80

“Male

“Female

60
40 - 1 - 1 - . -
» S |
. =
Group (1) Group (2) Group (3) Group (4)

100
“Male

“Female

number of
(Work/Total)

Percentage of the

Group (1) Group (2) Group (3) Group (4)
Figure 1. Percentage of calls from (a) Home and (b) Primary
out-of-home location against total calls on the primary routine
day by gender (a) Upper (b) Lower

4. PROTOTYPES OF CALLING
BEHAVIOR

In this section, we narrowed the time window from a weekly basis
to an hourly basis, to understand trends in calling behavior across
gender and occupation types. As a result, we aggregated the call
times by hour in this section. We extracted parts-based
representations of calling behavior by conducting vector
quantization against the time and location distribution of call
records. This enabled us to cluster the data into mutually
exclusive prototypes [5].

4.1 Method for Extracting Prototypes

We employed non-negative matrix factorization (NMF) for vector
quantization. NMF was applied to the call records of the 922
mobile users, where the distribution of call records for a single
day is expressed as a 72 x 1 matrix. The first set of 24 elements
out of 72 consists of hourly counts of call records for Home. The
first element is the total number of calls from Hour 0, occurring
between 0:00 and 0:59, and the 24" element denotes Hour 23,
occurring between 23:00 and 23:59. The next set of 24 elements is
structured similarly to the first set, and it accounts for the number
of calls from the Primary out-of home location. In a similar
manner, hourly counts of calls for other locations, which are any
locations except for home and work/school, are captured by an
additional set of 24 elements. As a result, we obtained 922 sets of
72 x 1 column vectors. To employ NMF, we solved the equation
below by following an algorithm, which allows only additive
combinations [9]:
V=WH

where we obtained non-negative matrix factors W and H given a
non-negative matrix V. Given 922 sets of 72 x 1 column vectors,
the vectors were placed in the columns of a 72 x 922 matrix V.
This matrix was approximately factorized into a 72 x » matrix W,
and an r x 922 matrix H. Here we selected » = 3 to analyze
differences in the major features of calling behavior. We then
defined the cost function that evaluates the quality of
approximation for iterative updates of /' and H. We calculated the
distance between two non-negative matrices and measured the
square of the Euclidian distance [14]. As a result of repeated
iterations, we obtained an optimal matrix factorization.

To understand the calling behavior prototypes for males and
females, we split the call records obtained from SPACE by gender.
Then, we separated the records by primary and non-primary
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routine days. We assumed that the calling behavior of the primary
routine days was different from that of the non-primary routine
days, based on the analysis results described in the previous
section.

4.2 Prototypes of the Primary Routine Day
Figures 2(a) and 2(b) show three calling behavior prototypes for
males and females, whose call records in the SPACE data fall on
their primary routine days. Each prototype is expressed in a 24 x 3
matrix, showing time distributions between zero and 23 hours in
the rows, and call locations of Home, Primary out-of home
location, and Others in each column from left to right. The
intensity of the color indicates the intensity of calls for the
specified time band and location. For instance, in each matrix, the
cell on the top of the left column represents the intensity of calls
for Hour 0 from home. The percentage indicates how significant
each component is for explaining the population’s call record
trends. For example, Pattern m1, whose percentage is 46% and the
greatest among the three, is the most dominant pattern for the
calling behavior of males on the primary routine day.

Pattern m1: 46%

P

Pattern m2: 25%

Pattern m3: 29%

18| o
19] e
20 [0
21 o
2w
3] o

Prin

Figure 2. Time distributions of call locations for (a) male and
(b) female on the primary routine day (a) Upper (b) Lower

Pattern m1 shows that males tended to call from Primary out-of
home location around midday, peaking in Hour 12. In contrast,
the most dominant pattern for females, Pattern {2, shows a peak of
Hour 21 at Home. Furthermore, all extracted patterns for females
show a higher intensity of calls from Home. This trend follows the
one exhibited in Figure 2, which indicates that call locations could
be a key to distinguishing the gender of users. Although the trend
in call locations partially captures gender differences, frequently
recorded hours for the remainder of males, Pattern m2 and m3, are
apparently difficult to distinguish from those for females, Patterns
f1, 2, and f3. For both males and females, intensive calling hours
are Hour 11, Hour 12, Hour 20, and Hour 21 from Home. It is
still fair to conclude that the location of calls around midday could
be a key to identifying the user’s gender. That is, males mostly
call from Primary out-of home location and females call from
Home around midday on their primary routine days.
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Figures 3(a) and 3(b) describe the distribution of the calling
patterns illustrated in Figures 2(a) and 2(b) for individual income
levels. We split call records for males into four groups based on
their individual income level. Call records for females were split
into three income groups and a separate non-income group,
because the majority of the female users did not earn an income.

Highest quartile

T 1

! \
! [ [ 1
! \

“ml

Second highest

Second lowest “m2

\
\
\

m3

Lowest quartile

T 1

|

0% 0% 40% 60% 80% 100%

(%)

Highest tertile

Middle

Lowest tertile

! \
I |
! \
1 ]

No income

T L

0% 20% 40% 60% 80% 100%

Figure 3. Distribution of individual income levels for three
principle patterns for (a) male and (b) female (a) Upper (b) Lower

Among males, we observed that their common patterns varied
according to their income level. As described in Figure 2(a), the
higher income levels contained larger ratios of Pattern ml.
Conversely, the lower individual income levels contained larger
ratios of Pattern m3. This result is consistent with our field
observations where males in lower-income groups tend to be
engaged in self-employed jobs whose work locations tend to be
their own home. However, no particular trends were observed
among females across the income levels. This result indicates that
further examination is necessary to determine the number of
clusters when we employ NMF to obtain prototypes. Our findings
imply that calling behavior could be a key to understanding the
individual income level for males, but not for females.

It is worth noting that the income level used here is not a
household income but individual income, which means we assess
how much each person earns annually. Incidentally, we do not
observe distinctive differences in calling patterns due to different
household income levels when we use the household income level
for analysis. We assume this implies that calling behavior strongly
reflects the characteristics of individuals, rather than those of
households.

5. CONCLUSIONS

In this work, we identified calling behavior traits that can
distinguish demographic attributes of mobile users. We analyzed
aggregated single-day records by focusing on calling behavior
traits, which can also be generated from anonymized CDRs.
Analysis results suggest that a higher ratio of calls from home can
be a key to distinguishing females from males. Specifically for
males on the primary routine day, the higher the individual
income level, the higher the probability that they would initiate
calls from their primary out-of-home locations around midday.
The lower the income level of the user, the higher the probability
that they would initiate calls from home in the morning.
Conversely, there were no distinctive differences in primary
routine day calling behavior for females related to their individual
income level. Our findings suggested that time of day and call
location distribution were keys to extracting differences in calling
behavior by gender. That is, identifying types of locations, such as
home and primary out-of-home is crucial to estimate the user
attributes of anonymized call records.
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With our work, we exploited the potential of deriving
demographic attributes from anonymized CDRs. Although
experiments were performed with a limited number of call records,
the techniques developed in this study are capable of extracting
gender traits from large-scale CDRs. Experimental results infer
that our approach is capable of constructing a demographic
attribute prediction model based on anonymized CDRs.
Considering the importance of specifying call locations to extract
demographic attributes, further studies are necessary to improve
existing CDR location labeling methods.
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Abstract

Users with demographic profiles in social networks offer the potential to understand the social
principles that underpin the highly connected world, from individuals, to groups, to societies.
In this work [1], we aim to harness the power of computational social science to discover the
social strategies in human communication by which people use to fulfill social needs, and to infer
users’ demographics based on their daily mobile communication behaviors.

We employ a real-world large mobile network comprised of more than 7 million users and
over 1 billion communication records (CALL and SMS) as the basis of our study. In this dataset,
around 45% of the users are female and 55% are male. In our study, we focus on users aged
between 18 and 80 years old.

The dynamic social strategies used by people to meet their social needs across their lifetime
indicate more complex and crucial social theories than can be revealed by a static view [2]. Our
research unveils the significant social strategies across one’s lifespan in human communication.
Specifically, we investigate the interplay of communication interactions and demographic char-
acteristics in the perspective of micro-level social structures, including social ego, social tie, and
social triad.

We found the following social strategies on social ego. First, young people (who have higher
degree) are very active in broadening their social circles, while seniors (who have higher clustering
coefficients) tend to keep small but more stable connections. Second, people tend to communicate
with others of similar age and gender, i.e., age homophily and gender homophily. Third, young
people put increasing focus on the same generation and decreasing focus on the older generation,
and the middle-age people devote more attention on the younger generation even along with the
sacrifice of homophily.

The social strategies on social tie can be summarized as follows. First, frequent cross-
generation interactions are maintained to bridge age gaps (Cf. Figure 1). Second, young male
maintain more frequent and broader social connections than young females (Cf. Figures 1(b)
and 1(c)). Third, opposite-gender interactions are much more frequent than those between
young same-gender users (Cf. Figure 1(d)). However, when people become mature, reversely,
same-gender interactions are more frequent than those between opposite-gender users.

More interestingly, we highlight the social strategies on social triad unveiled from Figure 2.
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Figure 1. Strength of social tie. XY-axis: age of users with specific gender. The spectrum
color represents the number of calls per month. (a), (b), and (c) are symmetric.

FFF o FFM - FMM : MMM

Max Age of FFF
Max Ag: of FFM
Max Agz of FMM

Max Age of MMM

0 60 80

20 30 70 80 70 80 «
Min Age of FMM

30 4 5 6 70 80
Min Age of MMM

(a) FFF demog. dist. (b) FFM demog. dist. (¢c) FMM demog. dist. (d) MMM demog. dist.

40 50 60
Min Age of FFF

0 40 50 60
Min Age of FFM

Figure 2. Demographic distribution in social triad. X-axis: minimum age of three users in
a triad. Y-axis: maximum age of three users. The spectrum color represents the distributions.

People expand both the same-gender and opposite-gender social circles during the dating active
period. However, people’s attention to opposite-gender groups quickly disappears after entering
into middle-age (Cf. Figures 2(b) and 2(c)), and the insistence and social investment on same-
gender social groups lasts for a lifetime (Cf. Figures 2(a) and 2(d)).

Based on these discovered social strategies, we further study to what extent users’ demo-
graphic information can be inferred by mobile social networks. The objective is to infer users’
gender and age simultaneously by leveraging their interrelations. We present a computational
model—that is, the WhoAml framework, a Multiple Dependent-Variable Factor Graph model,
whereby the social interrelations between users with different demographic profiles can be mod-
eled. On both CALL and SMS networks, the WhoAmI method can achieve an accuracy of 80%
for predicting users’ gender and 73% for their age according to their daily mobile communication
patterns, significantly outperforming several alternative data mining methods.
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Temporal dynamics of intra and inter-city social networks
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During recent years, the analysis of different city prop-
erties as a function of their size has attracted the at-
tention of economists, sociologists and environmentalists
[1-3, 8]. Cities are important economic and cultural cen-
ters, and account for significant and increasing part of
real-world and online activity in a modern urbanized so-
ciety. Thus it is important to understand their properties
and how they scale with population. While some factors
such as wealth creation and innovation have been shown
to scale superlinearly with the city size, other quanti-
ties, such as infrastructure, scale sublinearly. A possible
origin of the non-linear relationship between city soci-
etal properties and their size lies in the number of social
ties within cities. In recent papers it has been suggested
[7] and found [8] that average connectivity of people in
larger cities is higher than in smaller cities. As a con-
sequence, contagious disease rates, information diffusion
speeds or innovation propagation spreading is higher on
larger cities [7], possibly leading to the superlinear scal-
ing of societal properties with city size.

However, this aggregated static analysis of city social
connectivity contradicts the highly dynamical nature of
social relationships [4]: ties are formed and destroyed
at a constant rate in our society and individuals show
very different strategies regarding the way they manage
their social connectivity, mostly due to time or cognitive
limitations [6]. In particular, recent works [5] showed
that either individuals keep their relationships constant
in time (social keepers) or they vary the people they are
connected to (social explorers). On top of that tie persis-
tence is old, with an average of 10% of total ties decaying
per month [5]. A highly dynamical evolution of network
ties might be misinterpreted with larger social connec-
tivity in the aggregated static picture of social networks.
Thus, it is of interest to elucidate whether the aggre-
gated super-scaling of number of ties within cities is also
observed instantaneously in time and what is the influ-
ence and heterogeneity of social strategies in that super-
scaling. Moreover, tie dynamics has a great impact on
the way information or disease spread. In general, the
bursty nature of tie contacts and their formation/decay
dynamics slows down propagation [4] and thus network
dynamics within cities will play an important role on the
way information/disease spread.

In this work we investigate the dynamical properties
of connections within and across regions to characterize
and understand the impact of network dynamics in the
super-scaling properties of regions and how information
spreading is affected by the stability of ties within and
across regions. To this end we have analyzed a mobile
phone database consisting on 9000 million calls of 20 mil-

lion users in an industrialized European country during
19 months. Users are geolocated according to their post-
code (our regions) billing address and thus we can study
the geographical extent of ties within the country. Us-
ing the method presented in [5] we were able to detect
when ties are created and/or destroyed during our obser-
vation period. Each user ¢ is then characterized by his
social strategy -;, namely the ratio between his social ac-
tivity n; (the total number of links created or destroyed
in the period) to his social capacity x; the number of
instantly maintained relationships. Users with v; > 1
have a large turnover in their social neighborhood (so-
cial explorers), while those with 7; <« 1 keep a stable
local network around them (social keepers). Using this
definitions we have studied the geographical features of
individual’s strategies and of ties. Our main results are:

e At the region level, we have corroborated that in
our database the aggregated number of ties k,
within a geographical area a does indeed scale
super-linearly with those areas population N,. In
fact we get that ko ~ N11%in line with other works
[8]. However, tie dynamics is much more super-
linear and the number of ties created or destroyed
in region « scales like n, ~ N1.33. Our result
suggest part of the super-linear character of social
connectivity within cities comes from the more dy-
namical nature of relationships in larger cities.

e At the users’ level we found that the explanation
for the more dynamical nature of networks within
regions is due to the the higher proportion of so-

cial explorers in larger regions. In fact we find that

)

the number of social explorers Ném’ scales super-

linearly with city size NP N127 (see figure
2a). Thus, human social strategies are different
depending on whether individuals live in small or
larger areas, with a higher tendency to become so-
cial explorer if we live in larger urban areas.

e Away from region boundaries we have studied also
the stability of links as a function of the distance
between individuals. As it is well known, the prob-
ability to have a link between two persons ¢ and
j that are at a geographical distance d;; decays
slowly with that distance P(d;;) ~ dj;. We also
observed that result in our database, but also that
the stability of links (the tie lifetime) depends on
the geographical distance. Specifically, ties be-
come more and more unstable (short) with increas-
ing d;; up to the geographical scale of 50km from
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FIG. 1. a) Scaling of the aggregated number of ties ko within
a geographical area a and its population N,. FEach circle
represents a postcode in our database. Blue line is an running
average over the data, while the red line is a nonlinear fit to
ko ~ NP. For comparison we also show the linear relationship
ka ~ Nq (black line). b) Scaling of the aggregated activity
Nna (number of ties destroyed/formed within the region, grey
symbols) and social capacity ke (number of instantly observed
ties within the city, orange symbols) as a function of the region
population N,. Black lines are nonlinear fits Ko, 7o ~ NZ.

which stability of ties remains constant. Thus, net-
work dynamics is strongly affected by geography:
whereas estable links appear at different geograph-
ical distances (with higher probability at smaller
distances), short duration ones are more likely to
appear at higher distances.

e Finally, we have investigated the geographical na-
ture of network dynamics in the process of informa-

o}
N(ewp) ~ N1‘27
Nt NS

103 10* 10°

1500 2000 2500

# infected regions
1000

500
|

— Real
—— Random
T T T T T
1.9e+07 2.0e+07 2.1e+07 2.2e+07 2.3e+07

0
1

Time

FIG. 2. a) Relationship between the region size and the num-
ber of social explorers living there, exhibiting superscaling. b)
Number of infected regions as a function of time in the SI pro-
cess for the real and the randomized data. We consider that
a region is infected when a fraction p = 0.6 of its inhabitants
is infected.

tion diffusion at the country level. The larger pro-
portion of social explorers in larger regions and the
fact that long-ranged ties are more unstable might
have a paramount impact in the way information
spreads at larger distances. To analyze this we have
performed simulations of simple contagious mod-
els (Susceptible-Infected, SI) on the original call
database and compare it to the randomized version
of the calls timestamps. Similary to other previous
works, an acceleration of the number of infected in-
dividuals is provoked by the time randomization as
a consequence of the uniformization of the times be-
tween interactions, breaking their burstiness. More
interestingly, not only the number of total infec-
tions is accelerated but also the number of different
areas where a breakout has been declared, under-
stood as those regions where the proportion of in-
fected individuals is higher than a threshold p. We
conclude that this effect is provoked by the increase
of instantaneous relationships within the cities, ac-
celerating the internal infection processes without
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slowing the inter-region dissemination.

In conclusion we have found that network dynamics
does depend on the geographical scale they happens. In
particular we find that larger cities are more dynamical
and tend to have larger number of unstable (sort) ties due
to the larger proportion of individuals with social explor-
ing strategies. At larger distances we also observe that
links are shorter, which yields to a slower infection of dif-
ferent geographical areas. Thus, it is not only that infor-
mation propagates slower in time because of network dy-
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namics it also does it slowly in geographical terms. Our
results suggest that social networks do behave differently
depending on city properties: most of network dynamics
happens in larger, denser urban areas, while small, coun-
tryside areas display less evolution in social connectivity.
That rapid network evolution might be behind the exis-
tence of more opportunities, connections, meetings, etc.
that yield to better performance (in terms of wealth, in-
novation, etc.). But it also challenges our understanding
of how individuals manage their social connectivity at
different time and spatial scales.
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THE ADOPTION OF NETWORK GOODS:

EVIDENCE FROM THE SPREAD OF
MOBILE PHONES IN RWANDA

DANIEL BJORKEGREN*
BROWN UNIVERSITY

This project develops a method to estimate and
simulate the adoption of a network good. I estimate
demand for mobile phones as a function of individu-
als’ social networks, coverage, and prices, using trans-
action data from nearly the entire network of Rwan-
dan mobile phone subscribers over 4.5 years. I then
simulate the effects of an adoption subsidy and a re-
quirement to provide coverage in rural areas.

Full version of paper: http://dan.bjorkegren.com

1. INTRODUCTION

Improvements in communication, through mobile
phones as well as associated services such as mobile
money and mobile internet, have the potential to knit
even remote villages into the global economy. Al-
though these goods can generate large efficiency gains
(Jensen, 2007; Jack and Suri, 2011), their allocations
are likely to be inefficient due to network effects. In-
dividuals are unlikely to internalize all the benefits
their adoption generates, so adoption is likely to be
suboptimal unless the firms operating the network
use sophisticated pricing mechanisms. Also, in com-
petitive markets, any single firm will internalize only
a small share of the benefits it generates. If instead
a market is so concentrated that these benefits are
internalized by a small number of firms, the ability
of these firms to exert market power raises welfare
concerns.

That mobile phones have spread rapidly across
varied environments suggests that, in this case, fail-
ures by consumers and firms to internalize network
effects have not prevented widespread adoption. Yet,
because adoption is widespread, even small inefficien-
cies can have large welfare consequences. Also, there
may be many beneficial network goods that we do
not observe, because they would diffuse only within
a narrow band of policy conditions. The fact that
mobile phones have spread makes it possible to ob-
serve the network of benefits they generate, and to
empirically study policies that may lead to more ef-
ficient adoption of other network goods.

Firms and governments use many different policies
to guide the provision and adoption of network goods.

*E-mail: danbjork@brown.edu, Web:
http://dan.bjorkegren.com

Revision January 6, 2015. Preliminary and incomplete. I
am grateful to Michael Kremer, Greg Lewis, and Ariel Pakes
for guidance and encouragement. Thank you to Nathan Ea-
gle for providing access to the data, computing facilities, and
helpful conversations. In Rwanda, I thank the staff of my
telecom partner and government agencies. This work was
supported by the Stanford Institute for Economic Policy Re-
search through the Shultz Fellowship in Economic Policy.
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While theoretical work provides intuition about net-
work effects, there is little empirical work to guide
policy choices.® Empirical work has been limited for
three reasons. It is costly to measure an entire net-
work using traditional data sources. It is also difficult
to identify network effects: one individual may adopt
after a contact adopts because the contact provides
network benefits, or because connected individuals
share similar traits or are exposed to similar environ-
ments. And even if these two issues are overcome,
it is difficult to evaluate policies, which can cause
effects to ripple through the entire network. As a
result, there remain open questions about how to de-
sign policies that better capture the spillover bene-
fits associated with network effects, as well as poli-
cies that overcome suboptimal provision arising from
high concentrations in industries providing network
goods.

In this project, I overcome previous limitations us-
ing a new empirical approach and 5.3 billion transac-
tion records from Rwanda’s dominant mobile phone
operator as the network expanded from 300,000 to 1.5
million subscribers. I estimate a structural model of
demand for mobile phones, and then use this model
to simulate the effects of two policies.

2. MODEL

My method has three steps:

First, acknowledging that the utility of owning a
mobile phone is derived from its usage, I model the
utility of using a phone. I observe every connection
between subscribers, as well as the calls placed across
each connection. Because 99% of accounts are pre-
paid and the person placing a call pays for it by the
second, a subscriber must value a connection at least
as much as the cost of calls placed across it. Be-
cause calling prices changed over this period, I can
estimate the underlying demand curve for communi-
cation across each link, and thus the value of each
connection.

Let G be the communication graph. Each individ-
ual 7 has a set of contacts G; C G, where a directed
link ij € G indicates that i has a potential desire
to call j over the mobile phone network. Let S; be
the subset of nodes subscribing in month ¢. At each
period ¢, individual ¢ can call any contact j that cur-
rently subscribes, j € G; N Sy, to receive utility w;j;.
Each month, ¢ draws a communication shock €;;; rep-
resenting a desire to call contact j. Given the shock,
i chooses a total duration d > 0 for that month, solv-
ing:

!Early theoretical work includes Rohlfs (1974), Katz and
Shapiro (1985), and Farrell and Saloner (1985). Most empir-
ical work on network goods measures the extent of network
effects; see for example Saloner and Shepard (1995), Goolsbee
and Klenow (2002), and Tucker (2008). The paper closest in
spirit to this one is Ryan and Tucker (2012), which estimates
the adoption of a videoconferencing system over a small cor-
porate network, and evaluates policies of seeding adoption.
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Uit = Max V;;(d, €;5¢) — Ciied
J ps 5 (d, €ijt) J

where v(d, €) represents the benefit of making calls
of a total duration of d and c;j;; represents the per-
second cost.

Second, I model the decision to adopt a mobile
phone. The utility of having a phone in a given period
is given by the utility of communicating with contacts
that have phones: each month ¢ is on the network,
he receives expected utility:

wie =" Buiji(pe, d,) +w - Bujic(pe, ,) + i
JjEG;NS¢

where u;;: represents calls from i to j (which ¢ pays
for), wji represents calls from j to ¢ (which j pays
for), and w € {0, 1} specifies whether recipients value
incoming calls. Individual ¢ chooses when to adopt
by weighing the discounted stream of these benefits
against the declining price of a handset, which is rep-
resented by the price index pl'"¥*¢*. Then, i consid-

ers the utility of adopting at time 7 to be:

oo
U-LT = Z 5tEuit (pt, ¢t) - 5Tﬂpricep-}rmndset
t=7
I estimate the parameters of this model using max-
imum likelihood and moment inequalities.
Finally, to evaluate the impact of policies, I use
a simulation method that allows each individual to
react directly to a policy change, and to each other’s
responses, capturing effects that ripple through the
network and across physical space.

3. REsULTS

I use this approach to answer two sets of policy
questions, by simulating how adoption would have
proceeded if conditions were less favorable. Because
individuals tend not to internalize adoption spillovers,
it is common for firms or governments to subsidize
adoption of network goods. I analyze a rural adop-
tion subsidy program implemented by the Rwandan
government in 2008. I first use phone data to deter-
mine how subsidized handsets were ultimately used,
and then use the simulation method to determine
how the policy affected the entire network. I find
that a substantial fraction of the subsidy’s impact
arises from its impact on nonrecipients—in particu-
lar, contacts of recipients account for more than 62%
of the effect on revenue. Although the bounds are
wide, the subsidy improved welfare, in a low case by
$191,108 (representing a social return of 33%), and in
a high case by $5.6 million (a social return of 888%).

I also analyze the welfare implications of provid-
ing coverage to rural areas. A social planner would
expand coverage until the point where building any
additional towers would not improve welfare. Firms
may stop building before reaching this point: in a
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FIGUuRE 1. Geographic Distribu-
tion of Revenue from Rural Expan-
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Dropped towers are denoted by triangles; difference in
revenue between the baseline and counterfactual in January
2009 is shaded.

competitive market, some of the benefits of expand-
ing coverage will spill over into competitors’ networks.2
And regardless of market structure, firms are un-
likely to internalize all of the value generated for con-
sumers. Depending on the shape of private and social
benefits from expansion, it may be optimal for a gov-
ernment to require the provision of coverage to areas
that are unprofitable to serve. I find that in Rwanda,
a government coverage obligation led to the building
of a handful of rural towers that were unprofitable for
the firm but slightly welfare improving for the coun-
try. The impact shifted bounds on welfare in a fo-
cal equilibrium upward by roughly $179,381 (0.06%).
The impact was also extremely dispersed: over 65%
of the gain in consumer surplus accrued to individuals
living in areas where coverage was not affected; some
of these individuals called in to the covered areas and
others were affected indirectly. The impact on rev-
enue by geography is presented in Figure 1: much
of the revenue comes from areas far from the towers.
Because of this dispersion, it would have been diffi-
cult for local communities to raise the funds to build
the towers themselves.

4. CONCLUSION

This project introduces a new method for estimat-
ing and simulating the adoption of network goods. I
overcome measurement issues that have limited em-
pirical work on network goods using rich new data on
the adoption and usage of nearly an entire network of
mobile phone users. (For more details, find the full
paper at hitp://dan.bjorkegren.com )

2A fraction of these benefits can be internalized using in-
terconnection fees, but some will spill into the interiors of
competitor networks.

o

n
Q
-
Q0

)

O
9p]
L(.)

e
©

[9)]

n

O}
09}

65



REFERENCES

FARRELL, J. AND G. SALONER (1985): “Standardiza-
tion, Compatibility, and Innovation,” The RAND
Journal of Economics, 16, 70-83.

GOOLSBEE, A. AND P. J. KLENOW (2002): “Evi-
dence on Learning and Network Externalities in
the Diffusion of Home Computers,” Journal of Law
and Economics, 45, 317-343.

Jack, W. anp T. Surl (2011): “Risk Sharing and
Transactions Costs: Evidence from Kenya’s Mobile
Money Revolution,” Working Paper.

JENSEN, R. (2007): “The Digital Provide: Informa-
tion (Technology), Market Performance, and Wel-
fare in the South Indian Fisheries Sector,” Quar-
terly Journal of Economics, 122, 879-924.

Katz, M. L. AND C. SHAPIRO (1985): “Network Ex-
ternalities, Competition, and Compatibility,” The
American Economic Review, 75, 424-440.

RoHLFs, J. (1974): “A Theory of Interdependent
Demand for a Communications Service,” The Bell
Journal of Economics and Management Science, 5,
16-37.

RyaN, S. P. aND C. TUCKER (2012): “Heterogeneity
and the dynamics of technology adoption,” Quan-
titative Marketing and Economics, 10, 63—109.

SALONER, G. AND A. SHEPARD (1995): “Adoption of
Technologies with Network Effects: An Empirical
Examination of the Adoption of Automated Teller
Machines,” The RAND Journal of Economics, 26,
479-501.

TUckER, C. (2008): “Identifying Formal and In-
formal Influence in Technology Adoption with
Network Externalities,” Management Science, 54,
2024-2038.

NetMQDb

2015

n
0
-
0

@)

(@)
)
i

c
i)

(9]
0
)
)

66



NetMob

2015

The Strength of the Strongest Ties in Collaborative Problem Solving

Yves-Alexandre de Montjoye, PhD Candidate, Media Lab, MIT, Cambridge, MA, USA; Arkadiusz
Stopczynski, PhD Candidate, DTU Compute, Technical University of Denmark, Copenhagen, Denmark;
Erez Shmueli, PhD, Media Lab, MIT, Cambridge, MA, USA; Alex 'Sandy' Pentland, Prof., Media Lab,
MIT, Cambridge, MA, USA; Sune Lehmann , DTU Compute, Technical University of Denmark,
Copenhagen, Denmark;

Corresponding Author Contact: yva@mit.edu, (617) 324-3842
Keywords: social networks; collaboration; groups; strong ties; complex problem solving

Abstract: Complex problem solving in science, engineering, or business has become a highly
collaborative endeavor. Groups of scientists or engineers are collaborating on projects but also using their
social networks to gather new ideas and feedback. Here we bridge the literature on group work and
information networks by studying groups' problem solving abilities as
a function of both their within-group networks but also their members'
extended networks. We show that while groups' performance is

strongly correlated with its networks of expressive and instrumental : ’
ties, only the strongest ties in both networks have an effect on \ e _ S

performance, as shown in Figure 1. Both networks of strong ties ez AN e

explain more of the variance than other factors such as measured or X =
self-evaluated technical competencies or personality of the group : S /
members. In fact, the inclusion of the network of strong ties renders N V4
these factors non-significant in the statistical analysis. Our results . ‘ '
have consequences for the organization of groups of scientists,

engineers, or other knowledge workers tacking our current most
complex problems.

Fig 1 (A) Network of strongest expressive (blue) and instrumental (green) as-,
well as the groups participants where assigned to for the first project. Color °2
saturation is the performance of the groups where darker is higher. (B) ,
Correlation between expressive tie strength and group performance. (C)
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Correlation between instrumental tie strength and group performance. For *% 2% o kW X
both expressive and instrumental ties, the position in the network of strong  [Network Measures A Priori Competencies

. . . . . [ MeanMax team de = = = Self-evaluated technical competencies
ties is more important than other a priori characteristics of the group such as |- Veanmax ioam indogre = == Measurod tochnical competoncios

self-evaluated and measured proficiency or personality. The gray areas |= \eanMaxieamoutdegee === Porsonally

indicates values with p > 0.05. A Posteriori Performance

Self-assessed group performance
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The recent emergence of computational social science research methods has enabled us to conduct
large-scale, population level experimentation that allow us to estimate causal effects of different policy
alternatives. This new experimental paradigm is particularly suited to study patterns of social influence over
real-world networks in which social embeddedness and tie strength are often correlated with each other and
with homophily. Networks of interaction among individuals provide the primary pathways along which viral
contagion spread. This viral information and behavior spreading is relevant to understand fundamental
aspects of social influence in the adoption of behavior like smoking or exercising, and economic product
adoption. Given limited resources, policy makers and marketers confront a strategic choice: who to initially
target with information? Traditional models of contagion suggest that targeting neighboring nodes would be
inefficient, because there is the possibility that one node would infect the other virally. More recent work on
complex contagion suggests that behavioral confirmation by alters will increase probability of adoption. Here
we report on a marketing experiment in which the clustering of targeting is varied, and we find support that
clustered targeting is more effective than non-clustered targeting.

Theory. This is the core reasoning behind the “strength of weak ties"—weak ties connect nodes that
provide non-redundant information (Granovetter, 1973; Onnela et al., 2007). However, more recent work
(Centola & Macy, 2007; Centola, 2010) suggests that the probability of behavioral contagion increases more
than linearly with marginal adoption. That is, having two friends that adopt X more than doubles ego’s odds
of adopting X. This has direct implications for mass efforts for mass behavior change, either by marketers or
policymakers: that efforts to change behavior should NOT be randomly disseminated through the population
but aimed at clusters of connected individuals.
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Methods. Here we report the results of two country-level experiments in which we exposed 19,352 and
27,420 users, through mobile phone text messages, to unique voucher codes that offered them 100MB of
free traffic for their data plans. Each user exposed to a code could (a) adopt the code themselves (i.e.,
redeem the voucher) and (b) pass the code on to their friends. In the experiments we manipulated the
number of users within a dyad and closed triangle of “friends” that were exposed to the market offering. That
is, in some randomly selected dyads, one randomly selected user was exposed, while in other dyads both
were exposed (N=9,318 dyads with one code; N=5,017 dyads with two codes). Conversely, in some
randomly selected closed triangles, one randomly selected user, two randomly selected users, or all three
users were exposed to the product offering (triangles with one, two, or three codes: 8,408, 4,697, 3,206). We
then tracked adoption of voucher codes over two weeks.
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Baseline Treatment 1 Treatment 2

Experiment 1

(Dyads) Only A receives a code Both A and B receive a codes

Experiment 2
(Triangles) o o o

Only A receives a code A and B receive codes All three receive codes

Figure 1. What is the probability of adoption by the focal node (in red)? In the experiment we had
two dyad level treatments, and three triad level treatments, varying the number of nodes that received the
offer. In experiment 1 probability of focal node adopting was 4.56% in the baseline condition and 4.68% in
the treatment condition where both nodes received a code—i.e., employing clustered targeting (not
significantly different). In the triangles experiment, the probability of adoption in the baseline condition was
6.28%. In the treatment condition in which two of the three nodes received a code it was 7.18% and in the
second treatment condition where all nodes received a code it was 7.08% (3-sample test for equality
significant at p < 0.5). This represents an increase in adoption probability of 13%-15% from being
exposed to clustered treatments.

Results. We find strong causal evidence that increased exposure to the offering through friends
significantly increases adoption probability by the focal node in the triad experiment. In dyads, the baseline
probability of code adoption remains largely unchanged if a “friend” is equally exposed to a code (adoption
probabilities of 4.56% and 4.68%, respectively; not significantly different). However, in the triad experiment,
we find that the baseline adoption rate of 6.28% increases to 7.18% and 7.08% if one or two “friends”,
respectively, have also been exposed to a code (3-sample test for equality significant at p < 0.5).

Conclusion. Our results suggest that there is a marginal benefit of exploiting existing ties between
individuals to increase behavioral contagion. We show that not only may peer’s adopted behavior affect own
adoption rates, but simply peer's exposure may already be enough. This has direct implications for efforts to
affect mass behavior change and suggests that efforts to change behavior can be more effective if they are
aimed at clusters of connected individuals rather than disseminated randomly.
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1. INTRODUCTION

As the number of mobile subscriptions worldwide is reaching
nearly 7 billion by the end of 2014 [10], the rapid growth of
mobile handset adoption has evolved from communication
devices (a.k.a. feature phones) with basic telephony service
to advanced multifunction computing devices (a.k.a. smart-
phones) that provide one-stop solution to meet popular daily
needs. Hence, smartphones have become platforms enabling
a multitude of services and applications, through which the
business of mobile market is delivered through these devices.
Understanding the adoption pattern of this high-technology
product is of great interest to not only handset manufac-
turers and mobile operators, but also to service providers
and application developers, and it may also reveal signifi-
cant managerial and policy implications [11].

Social influences have been acknowledged the important role
in determining consumer’s decision making process for var-
ious mobile communication products and services (e.g. [8,
9, 12, 13]. According to [5], the positive (negative) word-
of-mouth message in the mobile phone market can increase
(decrease) a company’s market share by as much as 10 (20)
percent. In particular, with regard to smartphone adoption,
both [13] and [17] found positive effect, meaning the propen-
sity for a focal customer to adopt smartphone increases with
the number of adoptions in her ego network. However, iden-
tifying social influence in large networks, especially in ob-
servational studies, still remains as serious concerns to re-
searchers [7], as it is known to confound with endogenous
factors such as homophily - the tendency for individuals to
choose friends with similar tastes, among others [14]. When
correlated behavior between ego and her direct neighbors
can be explained by both influence and their inherent sim-
ilarities, misattribution of homophily to influence may lead
to significant overestimation of the latter [3]. Moreover,
[19] argued that social influence and homophily are gener-
ically confounded and can not be readily separated from
each other, because latent homophily may still remain as a
component of the estimated influence. Nevertheless, they
proposed several constructive suggestions that may help al-
leviate the issue, one of which our work is motivated: to
use community structure as the proxy to control for latent
homophily. We intend to estimate the effect of social influ-
ence on adoption of iPhone 3G, an iconic smartphone, using
dataset from a major wireless carrier operated in one Euro-
pean country (hereinafter EURMO). iPhone 3G is released
in July 2008 and EURMO is the sole partner with Apple in
this country, so we are able to capture the full cycle of its
adoption.
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2. DATA

EURMO dataset includes call detail records (CDR) for over
5 million subscribers between August 2008 and June 2009.
Subscribers are identified by their anonymized phone num-
bers. For each call we know the caller and the callee, the
timestamp, and the GPS coordinates of the connected cell
tower. By aggregating GPS coordinates over the entire pe-
riod, we can approximate subscriber’s home location at mu-
nicipal level as where they spend most of their days!. We
further infer the socio-economic indicators (e.g. wage) by
cross-referencing the latest census. We also have an (incom-
plete) set of subscriber characteristics such as gender and
usage history since their subscription to EURMO, which in-
cludes tariff plan, handset and supplementary services (e.g.
mobile broadband). In our period of analysis, there are
20,570 iPhone 3G adopters with complete profiles. Table
1 lists relevant variables and short descriptions that we ex-
tract from EURMO.

We use CDR to construct the social network as an undi-
rected call graph. Specifically, we denote two subscribers
to befriend each other if they exchange at least one call in
the same calendar month. The mutual relationship between
subscribers ensure that we preclude communications that
are unlikely to represent the social ties, such as customer
services and PBX machines. The resulting network consists
of 5,535,388 subscribers and 66,717,468 edges with mean,
standard deviation, and median of degree being 24.1, 25.7
and 16, respectively.

3. SUBPOPULATION EXTRACTION

Recent researches on statistical properties of real world so-
cial networks provide evidence of the existence of community
structure within the network [6, 16]. These findings does not
only validate the theoretic role of homophily and influence
in tie formation, but also provide several important insights
into the problem of community structure inference when we
only observe the resulting network as follows. First, un-
covered communities should exhibit real social meaning, as
individuals in the same community have some natural affin-
ity for each other or some fundamental characteristics in
common. Meanwhile, they should be more likely to connect
to each other than those who belong to different communi-
ties. Hence community discovery method should consider

1The municipal location is defined as Nomenclature of Units
for Territorial Statistics (NUTS) III, which is a geocode stan-
dard across European countries by Eurostat for statistical
purposes
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Variable Type Description
gender categorical ?elf—reported gender (male,
emale, unknown)
Inferred wage level (very
wage categorical | low, low, average, high, very
high)
prepaid binary prepaid tariff plan (yes, no)

phone_technology | categorical 2.5G, 3G, 3.5, other)

mobile_internet binary mobile broadband (yes, no)
L b age of currently owned
phone_age continuous | | = o 0 (year)
. tenure since subscription
tenure continuous
(vear)
. . home location at municipal
region categorical

level

handset technology (2G,

Table 1: List of covariates extracted from EURMO

two different sources of information together, i.e. individ-
ual characteristics and social connections among them. Sec-
ond, in many actual networks, individuals may belong to
multiple overlapping communities [1, 15], e.g. families, co-
workers and friends. This is also aligned with the notion of
homophily across different social dimensions. Third, as also
noted in [19], misspecification of community structure (e.g.
simple modular and/or disjoint structure) may even worsen
the problem and lead to biased model estimation. Fourth,
as the complexity of network structure grows exponentially
with the size, computational costs still remain challenging
for the analyses on large scale networks. Therefore, extract-
ing subpopulation via community discovery does not only
significantly reduce group-level heterogeneity that may po-
tentially confound the result but also help lessen the com-
putational cost [22].

We employ the method of discovering Communities from
Edge Structure and Node Attributes (CESNA) for our pur-
pose [21]. CESNA is a community discovery algorithm that
consider both node attributes and network structure as well
as the interactions between these two sources of information.
It can detect overlapping communities with high accuracy
and scalability over many existing community detection al-
gorithms, particularly on large scale networks. For sake of
space, details beyond the mechanics of CESNA can be found
in [21], and we only note the following implementation pro-
cedures: i) for each iPhone 3G adopter, we construct the
ego-network that contains adopter and their direct neigh-
bors, similarly as [17]; ii) for each subscriber in the ego-
network, we extract a list of 0-1 valued covariates speci-
fied in table 1 that represent pluralistic homophily includ-
ing gender and wage (socio-demographic homophily); tariff
plan, phone technology and mobile broadband (contextual
homophily); and home location (spatial homophily); iii) we
apply CESNA on each ego-network using both node and
edge information with the optimal number of communities
identified through cross-validation; iv) we remove duplicated
and nested communities and only retain communities that
contain iPhone 3G adopters. As a result, we obtain 11,454
communities with 202,743 subscribers, 14,685 of which are
iPhone 3G adopters. After detecting community structure
from networks, we are able to “naturally” extract subpopu-
lations with half of the original network size which include
over 70% of adopters and their cohesive groups of neighbors
with whom are both similar and strongly connected.

NetM
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4. CORE-PERIPHERY STRUCTURE

From the extracted subpopulation, we observe that over 70%
of subscribers belong to only one community and nearly 90%
of those belong to two, while only about 5% of subscribers
belong to more than 5 communities. This is consistent with
the findings suggested in [18, 20] that the intersection of
overlapping communities may reveal core-periphery struc-
ture which complements current views of network organiza-
tions. In general, core nodes refer to set of central nodes
that are connected to other core nodes as well as peripheral
nodes, while peripheral nodes, by contrast, are only loosely
connected to the core nodes but not to each other [4]. In
this sense, following the measure proposed in [20] that unify
both organizing principles of the network, we validate the
existence of core-periphery structure in our subpopulation
(see Fig. 1).

0.00 -

2 3 4
a, Node community memberships

Figure 1: The fraction of nodes C(a) in the largest con-
nected component of the induced subgraph on the nodes
who belong to at least a communities. A high C'(«) means
that there is a single dominant core.

We then define a subscriber as core node if she belongs to
at least five communities and as periphery node if other-
wise. Among 9,194 core nodes, 5,548 (60%) are iPhone 3G
adopters, whereas only 5% of peripheral nodes are adopters.
This provides us with extra implications that iPhone 3G
adopters tend to form densely connected groups that have
the most shared properties with others thorough overlapping
communities.

5. MODEL AND RESULTS

We describe our reduced form latent utility model as follows
(index ¢ are dropped for simplicity):
Y: = 1{U; > 0}
U=a+p-X+~v-Zi+06-Core
+ p1 - Core_Friend_Adopti—1
+ p1 - Core - Core_Friend_Adopti_1
+ po - Peri_Friend_Adopti—1
+ p2 - Core - Peri_Friend_Adopti—1 + €

where X and Z; are time invariant and time variant subscriber-

specific characteristics listed in table 1. Dummy variable
Core indicates the incremental network position effect when
subscriber is deemed as core. For social influence, we in-
clude the main effects of number of core friend adopters

Core_Friend_Adopt;—1 and number of peripheral friend adopters

Peri_Friend_Adopt;—1 and the interaction effects between
number of friend adopters and subscriber’s network posi-
tion. A significant coefficient for the latter terms captures
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the social influence from core friend adopters and peripheral
friend adopters, relative to focal subscriber’s network posi-
tion. Besides, we also introduce month and location fixed
effects to control for heterogeneity across time and region.

(5]

=

We organize the subpopulation data into a panel where each
individual is a subscriber and each period is a calendar
month and observations after the first adoption need to
be removed from the sample. We use the resulting sample
(size=2,116,855) to empirically estimate the social influence
on iPhone 3G adoption. Table 2 summarizes the estimates
of covariates of interest from equation 1 using Probit model.
The full regression table is available upon request.

Probit
1.522%*
(0.021)
0.363"**
(0.008)
0.187"**
(0.008)
0.092***
(0.01)
0.244***
(0.013)

“p<0.001, p<0.01, p<0.05

Dependent Variable: Adopted,
Core(9)

Core_Friend_Adopt:—1 (1)

—_
—_

Peri_Friend_Adopti—1(u2)

Core - Core_Friend_Adopt;—1(p1)

Core - Peri_Friend_Adopt:—1(p2)

E3

Table 2: Regression results of Probit Model
By computing the average partial effect using delta method, (14]
we find that for core subscribers, their propensity to adopt
iPhone 3G is over 10% higher than peripheral subscribers,
indicating that subscribers who are in the higher network
position (maybe also social status) are more likely to adopt
the smartphone. Meanwhile, having one more core friend
adopter and one more peripheral friend adopter will increase
the focal subscriber’s adoption probability by 0.46% and
0.25%, respectively. However, interpreting the coefficients
of interaction terms are far more straightforward [2], as the
interaction effect needs to be calculated as the cross-partial
derivatives. We find asymmetric interaction effect on core
and peripheral subscribers when having core and peripheral
adopter friends. Specifically, on average with one more core
(peripheral) adopter friend, the changes between core and
peripheral subscribers is about -1.52% (-1.76%). The impli-

(15]

18
cations of this finding are twofold: 1) peripheral subscribers 18]
are more likely to get influenced than core subscribers; 2)
core subscribers are slightly more likely to be get influenced [19]

by a core adopter friend rather than a peripheral adopter
friend.
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Effective response to infectious disease epidemics requires focused control measures in areas
predicted to be at high risk of new outbreaks. We aimed to test whether mobile operator data could
predict the early spatial evolution of the 2010 Haiti cholera epidemic. Daily case data were analysed
for 78 study areas from October 16 to December 16, 2010. Movements of 2.9 million anonymous
mobile phone SIM cards were used to create a national mobility network. Two gravity models of
population mobility were implemented for comparison. Both were optimized based on the complete
retrospective epidemic data, available only after the end of the epidemic spread. Risk of an area
experiencing an outbreak within seven days showed strong dose-response relationship with the
mobile phone-based infectious pressure estimates. The mobile phone-based model performed better
(AUC 0.79) than the retrospectively optimized gravity models (AUC 0.66 and 0.74, respectively).
Infectious pressure at outbreak onset was significantly correlated with reported cholera cases
during the first ten days of the epidemic (p<0.05). Mobile operator data is a highly promising data
source for improving preparedness and response efforts during cholera outbreaks. Findings may be
particularly important for containment efforts of emerging infectious diseases, including high-

mortality influenza strains.

Introduction: Re-occurring infectious disease
outbreaks due to cholera, measles and other
preventable infectious diseases contribute to a
major disease burden affecting low- and middle-
income countries.'” Concurrently, outbreaks of
new infectious diseases with pandemic potential
pose a considerable threat to human life and
development.** Response to, and ideally
containment of,” an infectious disease outbreak
can be greatly improved if health care response
and outbreak control measures can be focused to
areas predicted to be at the highest risk of
experiencing new outbreaks.®” Accurate models
of the geographic distribution of epidemic risk
could significantly enhance the population-level
effects of interventions implemented to control
the spread of transmittable  diseases.®
Considerable progress has been made in
predicting temporal evolution of epidemics once
outbreaks have progressed beyond a small initial
group of cases.”’ However, predicting spatial
transmission routes of epidemics has proven to be
remarkably difficult, due to the importance of
rare, long-distance transmission events,'” limited
data on population mobility, unknown population
immunity levels,” low sensitivity and specificity

of case reports'' and limited access to accurate
and spatiotemporally resolved case data.'?

Empirical data has provided key insight into the
spatial spread of measles in England” and
Niger'* as well as into influenza spread in the
USA and Europe.'"'™” While population
mobility plays a key role in such modelling
studies,'®'® it has not been possible, until now, to
study detailed and concurrent data on both
population  mobility and  spatiotemporal
distribution of cases. Instead, empirical studies
have used either models of population mobility,
preferentially gravity models,'” or census data on
work-home commuting as proxies for total
mobility during outbreaks.'' It is also not clear
how to choose and properly parameterize
mobility models across contexts in new
outbreaks. This is especially problematic during
the critical early outbreak phases, when
interventions have the greatest effect, but limited
data are available to fit transmission models.
Mobile operator data is a promising source of
national mobility patterns and has notably been
used as in malaria modelling studies.'™"
However, the extent to which this type of data
accurately reflect movements of infectious
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persons and its utility in predicting spatial spread
of infectious agents have not been evaluated.

The largest cholera epidemic to strike a single
country in recent history was the 2010 Haitian
outbreak.”® The 2010 Haiti cholera epidemic
provides a unique opportunity to explore the
influence of population mobility on the spatial
evolution of a large-scale cholera outbreak. First,
cholera had not previously affected the country
for at least a century, thereby rendering epidemic
development unbiased by differential population
immunity. Second, the circumstances and
location of the onset of the cholera epidemic are
well understood.”' ™ Third, daily case reporting
based on WHO criteria was initiated very early
throughout the country, and the notification
system was highly effective.?*?

Methods: The daily case reports per health
facility enabled us to determine daily case
numbers per commune while the epidemic spread
throughout the country (October 14 and 64 days
onwards). We defined the end of the study period
as December 16, when the peak of the epidemic
was reached and all but one commune had
reported at least one case. In 62 communes out of
140 communes, including the eight communes
within the Port-au-Prince metropolitan area, there
may have been patients who sought healthcare in
neighbouring communes.

Mobile phone data: The analysed anonymous
mobile phone data consisted of the last outgoing
call or text message each day from October 15 to
December 19, 2010 for all 2.9 million users
beloniing to the largest mobile operator, Digicel
Haiti.

We used the mobile phone data to construct a
phone
9] >
indicating the average daily proportion of mobile
phones relocating from study area i to j,
comparing their last registered location on day ¢
with their last registered location on day 7-/. The
mobility network built on the basis of MPhone
displays strong connectivity both between Port-
au-Prince and large parts of the country as well as
between other urban areas and their surrounding
countryside (Fig. 1). We calculated the infectious
pressure P;(t), sustained by each study area j
during the period from October 21 (from seven
days after the disease onset of the first case in
Haiti) to December 16, according to Eq. I, in

mobility matrix MPP°™€  with elements m
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which ¢;(t) is the number of reported cases in
study area i on day t:

= [mf,-“""e Datt- k)] (Eq. 1)
k=1

i,i%j

For comparative purposes, we implemented a
gravity model of population mobility.

In the absence of detailed mobility data,
parameter values for the gravity model are
unknown and needs to be assigned. We chose to
optimize the model based on the retrospective
case data from the complete study period. Note
that this optimisation thus could not have been
performed until after the spatial spread of the
epidemic was complete. Our comparison model
thus performs better than a model that could have
been developed during the epidemic. We
produced two separate optimisations. In the first
we optimised the gravity model by choosing
values for u; and 6 (0.154 and 122 respectively),
which minimised the residual sum of squares
between reported daily cholera cases in each
study area and the estimated pressure from the
gravity model.”® In the second we chose
parameter values (0.158 and 3.5 respectively)
that maximised the area under the curve (AUC),
among all possible ROC curves. (P97*1 and
PITavV2 regpectively).

Figure 1: Mobile phone mobility network. The
average absolute number of mobile phones moving
between the study areas (October 15 to December 19,
2010). The original outbreak location (Mirebelais),
the Artibonite River (dark blue) and Port-au-Prince
(PAP) are depicted.

Results: The risk of a study area experiencing a
new outbreak correlated closely with the
infectious pressure. Over a pressure level of 22
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Risk

(PPhone) all areas (six study areas) experienced
outbreaks within seven days (see S5 for P71,
PI732 and sensitivity analyses).

Building upon this strong correlation between
infectious pressure and outbreak risk, we created
a binary test to predict an outbreak occurring
within the upcoming seven days, based solely on
thresholds of infectious pressure. We predicted
an outbreak to occur at a given pressure
threshold) and plotted the corresponding
sensitivity and specificity of each threshold (Fig.
2b). We compared the model based on the mobile
operator mobility data (PP"°"€) with the gravity
models (P97%1 and P97%2), for which P9Tav2
was optimised specifically to yield the maximum
possible area under the curve (AUC) in this
analysis. Comparing these ROC curves, the
pPhone model clearly performs better than the
P91 model and slightly better than the P974V2
model, yielding a higher specificity for a given
level of sensitivity. Note that both gravity models
rely on parameter optimisations that could not
have been performed until the epidemic spread
was completed.

Discussion: Our results show that the risk of
epidemic onset of cholera in a given area and the
initial intensity of local outbreaks could have
been anticipated during the early days of the
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Haitian epidemic using case reports and the
mobility patterns of mobile phones. We show
that the specificity and sensitivity of predictions
of epidemic spread was improved or comparable
to currently available optimized mobility models.
Most importantly, the predictions based on the
mobile operator data did not rely on retrospective
optimization of parameter models and could thus
be available from the start of an outbreak. This is
important as gravity model parameters are highly
context specific.**’ Although this study focuses
only on the influence of human mobility, future
mobile phone based models focusing on cholera
may benefit from including data on spatial
distributions of access to water and sanitation,”
bacterial  transmission  via  waterways,”
agricultural practices,” differential population
immunity levels®® and interactions between
infectiousness and mobility and between
infectiousness and phone use.

These results indicate that outbreak preparedness
and response to epidemic agents, such as cholera,
can be enhanced. The findings may have
particular importance for improving early
containment efforts of emerging infectious
diseases, such as high mortality strains of
pandemic influenza, and the response to vaccine-
preventable diseases, such as measles, in low-
income settings.

Figure 2: a) Relationship
between infectious
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pressure, calculated from
the mobile phone data
and the risk of areas
experiencing a new
outbreak within seven
days. b) ROC curve for
predicting outbreak at
increasing thresholds of
‘ ‘ ‘ infectious pressure (red:
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Community structure is a key property in many real world social networks and is thought to play
a crucial role in both network function! and resilience’>. Due to frequent changes in the com-
munication and activity patterns of individuals® the underlying network topology is under con-
stant evolution®, but our understanding of the basic features that facilitate this evolution is quite
limited>S. Based on a dataset of minute-to-minute social interactions between approximately 1 000
densely connected individuals, spanning more than a year’, we study the micro dynamics of an
entire social system. Slicing temporal data into micro-snapshots we show that isolated motifs
directly appear (Fig. 1a-c)—thus conventional community detection heuristics become redundant.
By tracking the evolution of motifs across time, we demonstrate a new method that identifies social
gatherings. On the shortest time-scale, we find that gatherings are fluid, with members coming and
going, but organized via a stable core of individuals that are persistent throughout the entirety of
meetings. Some cores exhibit a pattern of recurring meetings across weeks and months, each with
varying degrees of regularity. In terms of network structure, we find that cores are highly over-
lapping, and large cores contain rich inner structure with hierarchically nested sub-cores. From an
individual perspective, these cores can be used to summarize social contexts, where each person
can belong to multiple cores (Fig. 1d). In Fig. 1e we observe the temporal patterns of core partici-
pation from late January to late April for the ego-network shown in Fig. 1d—displaying complex
participation patterns where regularity is mixed with randomness. Applying cores as a vocabulary
of states we summarize human social life by drawing on previous work that has studied the pre-
dictability of individuals’ trajectories®. We show that in analogy to human mobility, social contexts
can be predicted with high precision based on past behavior. Combining social behavior of each
individual with his/her time resolved geographic mobility we can in fact describe a persons full
life. Results show that there is no overall correlation between social and location predictability,
meaning that you can be highly predictable with respect to location but not with respect to your so-
cial context or vice versa. However, in real life, we have varying degrees of predictability, at night
we have low entropy because we sleep in the same location, while during days and evenings our
entropy is higher—because we occupy more states. Illustrating that predictability has a inseparable
temporal component. During periods when the ability to predict location based on past behavior is
systematically lowered, social contexts provide a new way to predict location for individuals.
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Figure 1: Dynamics of social behaviour. a-¢c Network slices obtained by slicing the social dynamics using
varying temporal windows (1 day, 1 hour, and 5 minutes). Below, adjacency matrices, colored in agree-
ment with networks, and sorted according to the largest component. d, Ego-centric view of the community
structure for a single individual (red node) that belongs 9 temporally distinct groups. In the aggregated
sense communities are both overlapping and hierarchically organized. Only frequently occurring commu-
nities (appearing on average at least one per month) are shown. e, Temporal dynamics of each individual
community shown in panel d, colored accordingly, displaying some degree of order but also randomness.
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Abstract

We examine the relationship between geography and ethnic homophily in Estonia, a lin-
guistically divided country. Analyzing the physical locations and cellular communications
of tens of thousands of individuals, we document a strong relationship between the ethnic
concentration of an individual’s geographic neighborhood and the ethnic composition of
the people with whom he interacts. The empirical evidence is consistent with a theoret-
ical model in which individuals prefer to form ties with others living close by and of the
same ethnicity. Exploiting variation in the data caused by migrants and quasi-exogenous
settlement patterns, we find suggestive evidence that the ethnic composition of geographic

neighborhoods has a causal influence on the ethnic structure of social networks.

Keywords: residential segregation, homophily, social segregation, minorities

JEL codes: J15, J61

1 Introduction

Ethnic segregation is a prominent feature of most contemporary and historical societies. Such
fractionalization has been tied to patterns of economic development and growth, investment

in human capital, the efficiency of inefficient labor markets, violence and corruption, as well

*The authors are grateful for thoughtful comments from Mark Ellis, Ira Gang, Matthew Jackson, Stépan
Jurajda, Ramona Angelescu-Naqvi, Xu Tan, and participants of Tartu 2014 Xmas seminar. We also thank Siiri
Silm for help with geodata analysis. We gratefully acknowledge financial support from GDN RRC and ESRC and
Estonian Science Foundation grants TUT2-17, TUT20-49, and 9247. All errors are our own.
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as broader patterns of inequality, prejudice, and discrimination (cf. Easterly and Levine 1997,
Collier 1998, Cutler and Glaeser 2007, Bayard, Hellerstein, Neumark, and Troske 1999, Miguel
and Gugerty 2005).

Ethnic homophily, or an individual’s preference for co-ethnics, plays an important role in
shaping patterns of ethnic segregation. When individuals prefer to associate with others of the
same type, this influences where people choose to live, where people choose to work, and with
whom they choose to interact (Massey 1985). At the same time, the reverse process may also
obtain: when people are physically surrounded by others of their own type, they may choose
to associate with them to a higher degree The relationship between neighborhood segregation,
as defined by the structure of geographic communities, and network segregation, as determined
by actual patterns of interaction, is thus theoretically ambiguous. Empirical adjudication is
similarly complicated by the difficulty of separately observing both types of segregation on a
single population.

Here, we study the relationship between neighborhood segregation and network segregation
using a novel dataset that allows us to disentangle the ethnic composition of an individual’s
physical surroundings from the ethnic composition of people with whom he interacts. The
context for this study is Estonia, a country with a long and complex history of ethnic strife
and resettlement. Prior to World War II, roughly 94 percent of the Estonian population was
ethnically Estonian; however, the Estonia’s incorporation into the USSR created a large influx of
Russian immigrants into Estonia, and by 1989 roughly 39 percent of the Estonian population was
ethnically Russian. Due to Stalin’s brutal regime, and the anti-Russian backlash that followed
Estonian independence, strong feelings of animosity exist between the two groups. Modern-day
Estonian society has been described by Heidmets (1998) as one of “silent separation” where the
two ethnic groups occupy the same physical spaces but rarely interact.

Empirically, we analyze a large dataset of anonymized mobile phone communications data
that allows us to observe, for tens of thousands of individuals, all locations inhabited be each
individual over a five-year period, as well as all phone-based interactions with other individuals in
the dataset. Critical to our current analysis, we also observe the language spoken by each mobile
phone subscriber. In Estonia, linguistic preference remains a core component of ethnic identity,
with most ethnic Russians choosing to speak the Russian language, and most ethnic Estonians
choosing to speak the Estonian language (Tammaru 2001). Using these data, we are thus able
to separately measure, for each individual, the extent to which she is physically surrounded by

coethnics, and the ethnic composition of her social network.
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We observe a strong and robust relationship between neighborhood and network homophily.
In other words, while the average individual is more likely to interact with coethnics than others,
those individuals who are physically surrounded by coethnics are even more likely to interact
with coethnics. This relationship exceeds what would be expected under a naive model of
geographically constrained random attachment, where individuals randomly interact with those
in their geographic network irrespective of ethnicity. This effect persists even when controlling
for a range of demographic characteristics.

We further find suggestive evidence that the ethnic composition of an individual’s network
exerts a causal influence on the social connections formed by the same individual. In particular,
when we study the homophilic tendencies of migrants,' we find that they are less sensitive to their
physical surroundings; while they still interact more with coethnics the more they are surrounded
by coethnics, this relationship is less pronounced than it is in the population of people who never
migrate. It appears that this differential effect for migrants is primarily driven by the fact that
migrants remain connected to their place of origin, and do not immediately form connections in
their new neighborhood.

The above results are consistent with a simple model of social preferences where geograph-
ically close coethnic ties are most likely to form. If interethnic ties are possible, the number of
interethnic friends will depend on the “local” ethnic composition. The relationship is weaker for
migrants who have just recently arrived in the region and have not yet had time to adapt their
networks to the new local environment.

In analyzing the behavior of migrants, we cannot rule out the possibility that individuals
with different homophilic tendencies select into migration. However, we exploit several plausibly
exogenous sources of variation to help assuage such concerns of endogeneity. First, we use
the high-resolution mobility data to infer the exact date of migration, and look separately at
homophily for migrants of different cohorts. Here, we find that recent migrants are indeed
more likely to be in contact with their origin community than migrants who have lived in the
destination community for several years; these recent migrants are also less likely to interact with
individuals in their new neighborhood.

As a second robustness test, we analyze the relationship on Soviet-era housing estates. As the
housing market was virtually non-existent during the communist period, the residential location

was largely exogenous and the segregation preferences play little role accordingly. The find the

I Migrants are identified in our data based on the set of geolocated mobile phone towers used to route their calls.
Migrants constitute roughly 10% of the sample population, and our results are robust to a variety of plausible
ways of classifying migrants.
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effect being almost as strong on these estates as in the full sample, suggesting that neighborhoods
that play a substantially stronger role in determining the social networks.

Our paper thus documents the strong relationship between neighborhood and network seg-
regation, and provides suggestive evidence on causality. Taken further, these results imply that
physical integration may lead to social integration.

The remainder of the paper is organized as follows: Section 2 describes the background
and institutions of Estonia, the country we analyze. Section 3 provides a simple theoretical
framework for interpreting our results. The data and the empirical approach are described in
greater detail in Section 4, and Section 5 discusses the results. In Section 6 we discuss and

interpret the results in greater detail before concluding.

2 Estonia: Background and Context

The focus of our empirical analysis is Estonia, a country uniquely suited for the empirical analysis
of ethnic segregation. Before World War II, roughly 94 percent of the population was ethnic
Estonians, with the remainder largely comprised of ethnic Russians (Katus 1990). During WWII,
Estonia was incorporated into the Soviet Union, and fell under the brutal Stalinist regime for
nearly a decade. As part of the post-war reconstruction and industrialization effort, it experienced
large-scale immigration from other parts of the Soviet Union, mainly from Russia. This process
resulted in an increase of the population of the country to 1.57 million by 1989, 39% of whom
were ethnic minorities (Tammaru and Kulu 2003).

Most of the migrants from the Soviet Union were Russian-speaking, and were regarded by the
ethnic Estonian population as the “Russians” and associated with the harsh regime. Relations
between the two dominant ethnic groups deteriorated rapidly, and by the 1970s the society
was sharply divied along linguistic lines. Estonians and Russians attended different schools,
worked in different establishments and followed different media outlets (Kalmus and Pavelson
2002, Vihalemm 2010). Russian language functioned as the lingua franca of the Soviet Union
and most Estonians possessed a working knowledge of the language. However, the command
of the Estonian language was poor among the minorities (Kulu and Tammaru 2004). Despite
the official Soviet policy, Estonians never considered themselves a part of the Soviet nation, and
distinguished clearly between in-group (i.e. “Estonians”) and out-group (i.e. “Russian”) members.
This linguistically divided society where two ethnic communities live rather parallel lives has thus

been characterized as a“silently separated society” (Heidmets 1998).
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After the fall of the USSR, Estonia began a nation-building that has been widely regarded
as discriminatory towards ethnic Russians (Pettai 2002). First, the newly elected parliament
granted citizenship only to nationals of the pre-WWII republic and to their offspring (Everly
1997). As a result, a sizeable part of the current minority population does not have Estonian
citizenship. Second, the Estonian language was made the sole official language of the country,
causing a gradual deterioration of Russian language skills among Estonians, particularly among
the younger generation. However, a large percentage of Russians are still not able to communicate
in Estonian (Kulu and Tammaru 2004). For this reason there is no universally shared language
in the country today. The shift in the roles of the languages was also accompanied by relative
deterioration of the economic position of Russian speakers (Leping and Toomet 2008). In this way
the historic animosity between the two language groups, the high levels of segregation in many
important spheres, and the lack of a lingua franca contribute to the low number of interethnic
contacts and general lack of social integration today. While the attitudes toward the other
ethnic groups have been improving through the previous decade, interethnic engagement is still
relatively infrequent (Lauristin, Uus, and Seppel 2011). The tensions do occasionally rise to the
surface as, for instance, during the large-scale riots in Tallinn in the spring of 2007.2

The fall of the Soviet regime also had a signifant impact on patterns of migration and set-
tlement. The Russian immigration of the Soviet era come to a rapid halt, while both urbaniza-
tion and sub-urbanization gathered momentum. The main mechanism that shaped the ethnic
composition of the urban neighborhoods, including in the capital Tallinn, is related to historic
immigration and residential construction. Between 1950 and 1989, the population of the country
rose by more than 40%, from 1,097,000 to 1,565,000, mainly through immigration from elsewhere
in the USSR (Tammaru 2001). In the absence of a housing market, immigrants were usually
granted flats in newly built, standardized, high-rise housing estates (Kahrik and Tammaru 2010)
which nowadays provide accommodation for a large part of the total population. These are often
dominated by ethnic Russians, whereas Estonians are over-represented in pre-WWII (and also
in the small post-1991) housing stock, and also in detached houses. In this way, the current eth-
nic composition across urban neighborhoods largely reflects the immigration patterns during the
construction periods, rather than factors such as socio-economic status. Recent suburbanization,

and the fact that a substantial part of the immigrant population left after the collapse of Soviet

2The riots were caused by the relocation of a Soviet World War IT monument, popularly referred to as the
“Bronze Soldier”, from central Tallinn to a military cemetery. From the perspective of ethnic Estonians, the
monument was considered to glorify oppressive Soviet rule, while for the Russian-speaking population it was a
symbol of victory over the Nazis in the “Great Patriotic War.” See Schultze (2011).
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Union, has not radically changed this picture (Hess, Tammaru, and Leetmaa 2012).

3 Theoretical Framework

We develop a simple model that includes two different groups of people, two regions, and migra-
tion between these regions. The model allows us to describe the expected number of ties within
and across groups, and illustrates two important results: first, homophily, or the preference for
individuals of the same group, is positively correlated with the neighborhood ethnic composition;
and second, this relationship is stronger for people who remain in a single location and weaker for

people who migrate. We formalize these results as propositions below and explain the intuition.

We consider a world containing two regions, A and B, and two (ethnic) groups, 0 and 1. The
population in region A is n® and in region B it is n”®. There are ng‘ = 74n? group-0 members
and n{! = (1—74)n? group-1 members in region A where 74 is the fraction of group-0 members
in region A. The expressions for region B are analogous.

Assume that ties between two individuals, located at geographic distance d9 and “ethnic

distance” d€ is created by a Poisson process with intensity

= p(d?) - x(d°). (1)

The first term ¢(-) describes how the intensity depends on the geographic distance and x()
describes the dependence on “ethnic distance”, where d¢ = 0 for members of the same group and
d® = 1 for members of the different group. As we only have two regions and two groups, we
can label the corresponding function values as ¢ and ¢! for local ties and distant ties, and x°
and ! for in-group and out-group ties. We assume “short” ties arise more easily: ¢ > ¢! and
X" > x!. Ties are destroyed with Poisson process with intensity &, independent of their “length”.
Assuming that the number of actual ties is much smaller than the number of potential ties, we
have the following expression for the expected number of individual ties, v. For instance, for a

group 0 member in region A we have:

dv

37 = @ 0Mg +xInd) + 6" (g + x'n) - ov. (2)

The first term describes creation of new local ties, the second term that of distant ties, and the

last term the destruction of ties.
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If people who remain in one region have lived there long enough, their expected number of
ties correspond to these in the steady-state, v* and homophily (for group 0) h* = v/ (v +v5).2

4 Here vy and v are ties to group 0 and group 1, i.e. in-group and out-group ties for group 0.

Proposition 1. Homophily in social ties is positively related to the ethnic composition of local

geographic neighborhoods: g%; > 0.
Proof. See Appendix A. O

Intuitively, as our model explicitly allows for a greater likelihood of local tie formation, the
local population composition influences substantially the actual homophily.
As migrants do not posses the the steady-state equilibrium networks, we solve the dynamic

equation (2) and have the following result:

Proposition 2. Conditional on the average level of neighborhood homophily, the homophily of

migrants is less sensitive to the neighborhood composition than that of non-migrants.
Proof. See Appendix A. O

This effect exists because local network ties develop over time. In-migrants, arriving from
neighborhoods of different ethnic composition, have only partially adapted to the ethnic compo-

sition of their new neighborhoods.

4 Data and Empirical Approach

To analyze the relationship between neighborhood and network segregations, we exploit a large
set of data on mobile phone use in Estonia. This dataset permits us to simultaneously observe
the locations of thousands of individuals over a period of several years, the ethnicity of those
individuals, as well as the extent to which those individuals interacts with others of the same or

different ethnicity.

3Homophily is a measure of exposure dimension of segregation (Massey and Denton 1988). Here we focus on
homophily based on the percentage of contacts in an individual’s network, but our empirical results are robust to
other common definitions of homophily.

4Empirically we observe Eh* = E[vg/(v§ +v§)] instead of Evg/(Evg +Ev;). However, under mild assump-
tions these two expressions are equal. See Appendix A.
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4.1 Data

We employ cellphone usage data from the largest mobile service provider in Estonia, EMT, which
has roughly 60% market share. We obtained two related datasets from this operator.

Passive Positioning Data: The first dataset contains the locations of each individual over
the period from 2007-2012. As is typical for such positioning data, we do not observe the actual
location but rather the Cell Global Identity (CGI), i.e. the network antenna which processed
the outgoing call.” This gives us a spatial resolution of a few hundred meters in dense urban
environments, and up to five kilometers in rural areas. The data include the time of each call
activity and the corresponding location (CGI). Every network user (as identified by a SIM card
with a unique phone number) is assigned a random identification tag, making it possible to track
the same user over time.® Based on timing, location and regularity of the calls, we attach a place
of residence to each cellphone (Ahas, Silm, Jarv, Saluveer, and Tiru 2010). We focus on yearly
modal place of residence in order to avoid places that are too unstable, or seasonal migration.

Call Graph: The second dataset contains a complete 10-day call graph, which allows us to
observe in a fixed window who is communicating with whom. This call data records (CDR) are
similar to the passive positioning data, but for each call or SMS event we also observe the ID of
the second party.

For each subscriber in our dataset, we additionally observe whether the subscriber prefers the
Estonian or Russian language. Since the correlation between ethnicity and language is almost
complete (Kulu and Tammaru 2004) we use language as a proxy for ethnic background. All of
these data use shared anonymized identifiers which allow us to link long-term location information
to the network communication data, and in this way to relate the segregation in communication
network to segregation in space.

We perform our empirical analysis on a random sample of 48,781 individual mobile phone
subscribers. Of these, 42,604 are Estonian and 6,178 are Russian; 46,835 have a known residence

location, and 18,716 live in the metropolitan area.

5In a cellular network, a “cell” roughly corresponds to an area where all the network traffic goes through a single
antenna. Usually, several antennas are located in one transmission tower and are oriented in different directions.
We know the location of the transmission towers and the direction of the antennas. Based on this information,
we can construct “typical” cell boundaries; however, the actual boundaries may fluctuate due to network load,
obstacles and noise.

6The individuals and real phone numbers cannot be identified using the tag in our data. The collection, storage,
and processing of the data complies with all European Union requirements regarding the protection of personal
data (European Commission 2002). Approval was also obtained from the Estonian Data Protection Inspectorate
and the University of Washington Human Subjects Division.

NetMQDb

2015

0
Q
5=
O
©

c
O

)

o

O}
(92]

87



4.2 Empirical Approach

In our empirical analysis, we examine the relationship between the ethnic composition of an
individual’s immediate physical neighorhood, and the ethnic composition of his call graph. The
passive positioning data allows us to determine where individuals live, which in turn makes it
possible to observe the physical neighborhood. We will begin by defining physical neighborhood
along political boundaries, but our results are robust to several alternative definitions.” Similarly,
we will initially measure the ethnic composition of the call graph as the fraction of contacts of
the same ethnicity, but our results obtain when we define network homophily as the fraction of
communication events (i.e., the weighted call graph).

Below, we will separately analyze the relationship between neighborhood and social network
homophily, as well as the extent to which people are connected to current and historical regions
of residence. In both cases we show the nonparametric relationships graphically, then test the
statistical relationship in a regression specification.

The basic regression equation for estimating the relationship between social network ho-

mophily h; and neighborhood own-group percentage P; for individual i is

hi:a0+ﬁEi+7Pi+77Pi'Mi+€i (3)

where E; indicates the ethnicity of individual 4, and M; indicates whether 4 is a migrant.® Note
that as P; is defined at region level, we cluster the standard errors within regions.

Later, we will also introduce several variants on model (). First, to analyze the geographic
structure of networks in greater detail, we will split the connections into local and distant ones,
depending on whether these cross a county border. For migrants, we will also separately analyze
the extent to which their current social network is comprised of people residing in their current
location, or the location from which they migrated. Additionally, to assess the robustness of our

results, we will restrict our sample to specific types of individuals, for instance those who were

"We perform our analysis using different types of spatial units. Calculation of neighborhood homophily is based
on city tracts inside of the capital city. These are spatial units, based on access roads and housing type. Elsewhere
in the metropolitan area we rely on municipalities, the area contains 18 suburban municipalities. Finally, outside
of the metropolitan area we use counties, there are 14 of these outside of the metropolitan area. Counties are of
roughly equal size (though of very unequal population) and broadly correspond to commute-to-work area around
an urban center. We choose such an approach to account for different population density and also to take into
account the uneven distribution of network antennas. Finally, we analyze migration and geographic tie distance
at county level.

8As people show a heterogeneous pattern of spatial mobility, we use several definitions of migrants. The
strictest definition requires a valid residence region for all 6 years, and only a single move during this period. This
gives us 2,614 migrants. The most flexible definition allows up to three missing yearly locations and up to two
moves (we analyze the last of these). This gives us 6,592 migrants. All our central results are robust with respect
to the definition of migrants.

NetMQDb

2015

0
Q
5=
O
©

c
O

)

o

O}
(92]

88



likely to be assigned to their current place of residence through a Soviet-era natural experiment.
Finally, we will also disaggregate migration by cohort, to determine whether the effects of migra-
tion are different for recent migrants. Formally, if b is the proportion of given type connections

and Y SM is years since migration, we estimate:

5 Results

5.1 Neighborhood and Network Homophily

We start by presenting the relationship between the regional homophily and the average network
homophily for the residents of these neighborhoods. Figure 1 shows the nonparametric relation-
ship between geographic neighbordhood composition and observed homophily in the call graph.
Each point indicates the average values for a municipality, with each municipality appearing
once for Estonians (hollow circles) and once for Russians (filled circles). The horizontal axis
indicates the proportion of a given ethnicity in the municipality and the vertical axis indicates
the average homophily of that ethnicity in that region. We see a clear positive relationship for
both Estonian speakers and Russian speakers. We also see that while the slope for both groups
is similar, Russian speakers are substantially less homophilous.

Next we estimate the same relationship at the individual level, using variants of model (),
described above. Table 1 presents four different specifications, where in addition to neighborhood
composition we add different combinations of migrant and minority status. All models confirm
the visual impression that network composition is strongly related to that of neighborhoods. In
the first column, we simply regress individual network homophily h; on the ethnic composition
of the neighborhood P;. The estimates indicate that a 10 percentage point increase in co-ethnics
in a geographic neighborhood corresponds to a 3.5 percentage point increase in co-ethnics in the
call network (column 1). This figure is highly significant and robust to the inclusion of several
control variables (columns 2-4).

In Column 2 of Table 1, we note that migrants are in general more homophilous than non
migrants (by 12 percentage points), but that critically the relationship between the neighborhood
and the network is weaker. For migrants, a 10 percentage point incresae in co-ethnic share is
only associated with a 10 x (0.36 —0.12) = 2.4 percentage point increase in co-ethnics in the call

network.
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Figure 1: Average homophily as a function of group size across regions. Empty circles denote
Estonian-speakers, filled circles Russian speakers. The dashed and solid lines are corresponding
smoothed averages.

Model 3 adds controls for ethnicity. We see that while Russians are generally less homophilous
than Estonians, they are more sensitive to the neighborhood environment: here, 10 percentage
points more co-ethnics in the neighborhood corresponds to 10 x (0.20 4 0.22) = 4.4 percentage
points higher share in call network. The lower average homophily levels are presumably related
to smaller country-wide numbers of Russian speakers while the figure suggests that the stronger
correlation is related to neighborhoods with very low group size. The housing type may also play
a role as that Russian speakers are overrepresented in Soviet-era high-rise estates.

The above results are evidence of the strong relationship between neighborhood and network
segregation. Whether this relationship is causal, however, is not clear. The model presented
in Section 3 assumed that neighborhood composition would influence tie formation, and these
results are consistent with the two Propositions from that model. Below, we provide additional
empirical evidence that appears to indicate there is indeed a casual effect of physical segregation

on network homophily.
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Outcome: individual homophily h (percentage of co-ethnic contacts in call network)

Model 1 Model 2 Model 3 Model 4
% coethnics 0.35*** 0.36*** 0.20*** 0.21%**
(0.00) (0.00) (0.00) (0.01)
Migrant 0.12%** 0.10***
(0.02) (0.02)
Migrant x % coethnics —0.12%** —0.11%**
(0.02) (0.02)
Russian —0.32%** 0.34%**
(0.01) (0.00)
Russianx % coethnics 0.22%** 0.22%**
(0.01) (0.01)
Migrant x Russian —0.04
(0.03)
Migrant x Russianx % coethnics 0.02
(0.06)
Intercept 0.67*** 0.66*** 0.80*** 0.68***
(0.00) (0.00) (0.00) (0.00)
R? 0.14 0.14 0.22 0.22
Num. obs. 40819 40819 40819 40819

***p < 0.001, **p < 0.01, *p < 0.05

Table 1: Full sample results: relationship between individual homophily and neighborhood ethnic
composition.

5.2 Soviet-Era Neighborhoods as a Natural Experiment

If the decision to migrate were exogenous, the fact that the network structure of migrants is
less strongly correlated with the geographic struture of their current surroundings could be
interpreted as evidence of a causal relationship in which physical surroundings determine network
structure. However, since migration and patterns of settlement are not generally exogenous, it
may also be the case that people select into migration, and in partcular that people who care less
about their physical surroundings are the ones who choose to migrate. To disentangle these two
possibilities, we examine the same relationship on a sample of individuals for whom the current
location choice is more plausibly exogenous.

As discussed in Section 2, the constant shortage of housing and lack of choice in the housing
market created quasi-exogenous variation in patterns of settlement. During the period of highest

Russian immigration, 1970s and 80s, individuals had little choice over where to live in cities.
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We treat this as a natural experiment and limit our analysis here to neighborhoods that are

dominated by Soviet-era housing estates. We focus on the capital city Tallinn only. Note that
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our setup does not constitute a perfect experiment as we do not know who in our sample did
actually live in these neighborhoods during the Soviet period. However, we exclude all the
migrants into these areas we are able to identify in the sample.

Outcome: individual homophily h (percentage of co-ethnic contacts in call network)
Model 1  Model 2 Model 3

% coethnics 0.05 0.20%** 0.17***
(0.04)  (0.04)  (0.04)

Russian —0.25***  —(0.33***
(0.01) (0.05)
Russianx % coethnics 0.13
(0.09)

Intercept 0.85%** 0.83*** 0.85%**
(0.02) (0.02) (0.02)
R? 0.00 0.16 0.16

Num. obs. 2362 2362 2362

T p < 0.001, p < 0.01, "p < 0.05

Table 2: Soviet-era neighborhoods: relationship between individual homophily and neighborhood
ethnic composition.

The results (Table 2) are rather similar to the estimates in the full sample. In particular, the
estimate for co-ethnics, 0.17, in Model 3 is statistically indistinguishable to that of Model 3 in
the full sample, 0.20 (in Table 1). However, as the sample is smaller, the standard errors are
correspondingly larger. The fact that in this sample, who were plausibly exogenously settled into
their currently location, we see the same strong relationship between neighborhood and network
segregation, lends support to the causal nature of the relationship, i.e., that social networks are
at least in part determined through the residential neighborhoods, and that a portion of network

segregation is caused by geographic segregation.

5.3 Local and Distant Ties

The homophily-related predictions in Section 3 are based on the fact that local ties are created
more easily than distant ones. Unfortunately, as our observations of network structure are based
on a single 10-day period, we cannot directly observe the process of tie formation. However, we
do observe the geographic structure of ties, which allows us to make two observations that are
consistent with our model of tie formation. First, for for migrants, we observe that distant ties

are primarily linked to their former place of residence: most of the distant ties were formed when
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the distant place still was “local”. Second, when we separate the migrants into cohorts by time
since migration (we can observe migration 1-6 years ago), we observe an increasing number of
local ties and a decreasing number of ties to the previous home region.

Specifically, we split the connections to local and distant ones based on counties (Estonia
consist of 15 counties, roughly similar in terms of area but very unevenly populated). We compare
the number of ties in the current county of residence, in the previous county of residence (for
migrants only), and in all other counties. We select residents of the metropolitan area as of
2012. Table 3 presents their average number of contacts (based on the 10-day callgraph) in
selected counties: the Metro area, Ida-Viru (code 44), Pirnu (67), and Tartu (78).° The rows
correspond to the previous (2011) residence: Metro are those who were living in the metropolitan
area in 2011 as well, i.e. “stayers”; 44 are those who lived in Ida-Viru and hence they are recent
migrants to the metro area, and analogously for the other rows. Columns represent the county
of contact.!® In case of Estonian-Estonian ties (left panel), we see that those who have been in
the metropolitan area both for 2011 and 2012 (row labeled “Metro”) clearly posses the largest
number of the connections in that area. The average number of connections in other counties
(columns labeled “44”, “67” and “78”) is very small. For movers (rows labeled “44”, “67” and “78”)
the picture is different. All of them possess a substantial number of connections in the metro
area (after all, they are living there as of 2012) while the number of contacts to their previous
county of residence is also relatively large (left panel, main diagonal). However, the number of
contacts in the other counties is negligible, exactly as in case of those who never migrate. The
Russian-Russian ties (right panel) paint a similar picture. There are too few observations for
any inference on interethnic ties (not shown).

To summarize, Table 3 strongly suggests that ties form locally. People who never migrate are
almost exclusively connected to their current county while migrants have a substantial number

of connections to their previous county.

5.4 Evidence on Tie Creation and Destruction

Analyzing differences in tie structure by year of migration allows us to indirectly test the theory
of tie formation posited above. Figure 2 shows the relationship between migration year and
the geographic structure of the current social network. The figure indicates that the number

of contacts in the current county (circles) is lower for the recent migrants while the number

9The results for other counties are qualitatively similar.
10The numbers are low because we do not observe valid county of residence for the contacts outside of the
sample.
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Residence 2011

Metro

connections to

44 67 78

connections to

Metro
44
67
78

Estonian-Estonian

0.91
0.35
0.45
0.72

0.01 0.03 0.05
0.28 0.02 0.02
0.00 0.32 0.06
0.00 0.01 0.39

Metro 44 67 78
Russian-Russian

0.45 0.03 0.00 0.00

0.20 0.39 0.00 0.02

0.00 0.00 0.17 0.00

0.14 0.00 0.00 0.29

Notes: Residents of the metropolitan (capital) area 2012 depending on their 2011 residence (in rows), and their number
of contacts (degree) in columns. The county codes are 44 = Ida Viru; 67 = Pédrnu; 78 = Tartu.

Table 3: Number of contacts in the current residence county, previous residence county, and
other counties. Estonian-Estonian and Russian-Russian ties.
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Figure 2: Average number of contacts to the current and previous county of residence. The lines
represents the corresponding linear fit (with stayers excluded).

of contacts in the previous county (triangles) is decreasing. The figure for Estonian-Estonian
ties (left panel) is less noisy and suggests that the ties to the former county are rather resilient
and may be related to family or others in-kin (Phithakkitnukoon, Calabrese, Smoreda, and
Ratti 2011).

Table 4 gives similar results using individual-level regressions. We estimate the percentage of
connections to the current and previous county of residence as a function of years since migration.
The table indicates that the share of contacts in the former place of residence falls by about 4
percentage points per year and are replaced by a corresponding growth in connections in the
current place of residence.

In summary, our contact distance analysis strongly suggests that ties arise locally over time
and also fade away over time when individuals move elsewhere. These outcomes fit to our
theoretical framework and suggest that neighborhood population composition is an important

determinant of social networks.
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Outcome: percentage of contacts in the region

Region:
Home 2007 Home 2012
Years since migration —0.04*** 0.04***
(0.01) (0.01)
Intercept 0.40%** 0.44***
(0.03) (0.03)
R? 0.01 0.01
Num. obs. 1203 1203

Notes: " "p < 0.001, *"p < 0.01, "p < 0.05

Table 4: 2007 and 2012 connections percentage, by migrant status and ethnicity

6 Discussion

Our theoretical framework suggests that a number of our findings are compatible with the causal-
ity running from neighborhoods to networks. The ethnic composition in residential neighbor-
hoods is related to that in social networks, and the relationship is stronger for stayers and weaker
for migrants. In addition, the relationship is similar in Soviet-era high-rise estates, the neighbor-
hoods that were populated in a period with little residential choice. We also show that cellular
calls are mostly connecting individuals living in the same commuting area, and if stretching a
longer distance, these are likely connections to the former place of residence. All these out-
comes suggest that ties typically arise between individuals who are living close to each other.
Most importantly, the trade-off between ethnic and geographic distance results in out-group ties,
likelihood of which increases along the number of out-groups living in the same neighborhood.

Our central outcome, the positive correlation between network and neighborhood composition
can be explained in other ways as well. First, networks may influence neighborhood choice,
in particular individuals with certain amount of inter-ethnic contacts may choose to live in a
correspondingly mixed environment. However, in this case one expects migrants to be equally
sensitive to the neighborhood composition than the non-migrants, and second, one also expects
the relationship to be substantially weaker in the Soviet-era neighborhoods. Neither of these
predictions is true. Unfortunately, the current cross-sectional network data does not allow to
test this hypothesis directly.

Alternatively, both network and neighborhood composition may be jointly determined by a

third variable, such as segregation preferences. If this is true, we would not expect the geographic

16

NetMQDb

2015

0
Q
5=
O
©

c
O

)

o

()
(92]

95



distance to be a strong determinant of networks, and in addition, we would also expect the

relationship to be much weaker in Soviet-era neighborhoods.

7 Conclusion

We use mobile telecommunication data to analyze the relationship between physical segregation
and social network network. The data originates from Estonia, a linguistically divided coun-
try where the relationship between the corresponding ethnic groups has been characterized by
distrust and animosity. These data allow us to compute network homophily and analyze its
relationship with the place of residence, separately for people who migrate and those who do
not. We document a strong positive relationship between ethnic composition in the residential
neighborhood and network homophily. We also show that communication networks are largely
local, except for migrants who possess a substantial number of contacts in their previous place
of residence. As more time passes since the date of migration, migrants have more contacts in
their new location and fewer contacts in their previous location.

A simple theoretical framework suggests that all these outcomes can be explained by neigh-
borhood ethnic composition being an important determinant of social network homophily. While
we cannot conclusive rule out alternative explanations, we test several additional specifications
that are consistent with this causal relationship.

More speculatively, our results suggest that physical integration might help generate social
integration. By contrast, ethnic or racial ghettos may harm social integration, even if such
separation might increase the efficiency of local labor markets (Edin, Fredriksson, and Aslund
2003, Damm 2009). Of course, our context, where two well-established ethnic groups share
similar socioeconomic and cultural backgrounds, may not be generalizable to contexts where the
ethnic groups are separated by much more than just language. Nonetheless, we believe these

results provide empirical support for policies designed to promote physical integration.
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A Proofs

Expected Homophily The observed communication process does not include the complete
network data. A number of links are missing, either because they connect to out-of-sample peers,
or because no calls were made during our 10 days of network sampling. Here we show that under
independent link sampling, E h* = E[v/(v5 + vi)] = Evf/ E(v§ + vi).

Look at individual i. Assume that in the complete network she has degree N; = S; + D;
(communication links to different alters), comprising of S; same type links and D; different type
links. Assume that the alters are observed independently with probability p. Hence, the observed
number of contacts Ni is a random variable and can be expressed as a sum of V; realizations of
independent Bernoulli random variables A;; ~ Bernoulli(p) where A;; = 1 denotes that the alter
jes Afj and

Aﬁ (6 and © denote the set of same and different type

j of individual i is observed. The observed number of same type alters is S; = >
that of different type alters D; = 3. jeo
friends of i). The true homophily is H; = S;/N; while we observe

N T Y 5
N Ve A+ X0 AP

As AS and AP have equal i.i.d distribution, we can apply lemma 3 by Heijmans (1999) and

conclude that ~
ES; S
ES;+ED; Si+D;

MEW>@: (6)

Accordingly, we can easily base our inference on the individual homophily on the observed ties

in the data.
Propositions

Proposition 1 For stayers, individuals who spend long time in one region, we observe the

expected equilibrium number of ties. For group 0:

vt = % [¢0(X0n64 +x'nf) + o' (x°nf + Xlnf’)] = (7)
= % {07 + (1 =7 n + 81 (O X (1 - 7)) (8)
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This relationship can be used to express the individual network homophily in equilibrium:

peo YoM _ Vo vyt _
vy vy vt BB
5 ("X 74t + ¢1x°7anB)

T TN A X (1 — ) A + ¢ (07 E 4+ x (1 — 7B)[nB}
B ¢0X07|' n +¢1X07TBTLB 9
B T e I N e ) el

where v and vy are ties to group 0 and 1 respectively, v# and v are ties to regions A and B,
and * denotes the corresponding equilibrium values.

Look at the region A with the local ethnic composition 74. As the number of ties in region

B, vB*, does not depend on 7, we have
c’)h* B 8 A*—‘rl/B* B
orA oA Y N 7 S N
gt * 0 0
o vy vt 1o ¢
= (Vf)Q 5 =5 [, = —h(x* = xHnt | (10)

The first term in brackets describes the growth of 1§ while 74 grows, the second one the corre-
sponding growth of v*. As x? > x! > 0 and 0 < h < 1, the derivative is positive. It increases in

the local interaction rate ¢° and in the local population size.

Proposition 2 Look at movers from the region A to B. Assume they initially posses the
ties, corresponding to the equilibrium in A. At time ¢t = 0 they relocate to B. As ties are neither
created nor destroyed instantly, we have at the moment of move v (0) = 1¢'x*7Pn? which is

not the equilibrium value. Solving the differential equation (2) we find

VB (t) = %gboxoﬁBnB 1m0t ¢)1 0 BB _ ¢0X07anB _
=S[00+ e — ] XOnPnP = SonOnOnPal. (1)
Analogous expressions for the other types of ties will be
v () = 5om X Tt () = S (On°0 - 70 .

0(1 - WB)nBv

vP(t) = %¢10(t)x
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where ¢o1(t) = ¢ + e (¢° — ¢'). Note that ¢° > ¢o1(t) > ¢* and ¢° > ¢19(t) > ¢'  Vt > 0.

an(t)

The relationship between migrant’s homophily and the new local ethnic composition, -7,

is

on(t) _ 9 ( vg (t) + v (t) ) _
arB — axB \ VB (t) + vB(t) + vi(t) + vi(t)
ovg (t)
onB h(

tovit) 1 [¢10(t) 0,8 _ $10(t)

v(t) v(t) orB 4§ - h(t)(x° — xHn?|. (13)

vt) T

This is positive, by similar argumentation as used for the steady-state equilibrium.

Next, we show that ¢°/v* > ¢19(t)/v(t). It is determined by the sign of

5 [°v(t) — dro(t)r*] =
= ¢° [¢o1()X"ng + do1 ()X 07 + d10(t)X"nf + d10(t)x"nf] —
= é10(t) [0'x"ng + ¢'x 0! + "X ng + ¢"x'n ] =
= 601 (1)0" (X"ng + x'n') + 610(£)6° (X"ng + x'n?)—
= d10(1)¢" (X°ng + x'n1) = d10(1)"(X°ng + x'nf) =

=e (6% = (¢)*) >0 (14)

where we have used the definition of ¢1(t) and ¢o1(¢). Accordingly, if homophily levels are
comparable, h(t) = h*, then the aﬂ%h* > &%h(t) as ¢° > ¢10(t). Intuitively, the stayers’

networks are primarily determined by the local population composition while the other regions

weight more in the movers’ networks.
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1 . Introduction

Physicists and sociologists have longstanding interests in
identifying the mechanisms by which individual dynam-
ics lead to collective outcomes. In the social domain, tip-
ping point or threshold models provide one useful frame-
work for connecting the actions of individuals to popu-
lation processes [1,2]. In the physics domain mobility
models can account for individual preferences that result
in population level commuting fluxes at multiple scales
[3,4]. Behavior models, such as models of social interac-
tion, have demonstrated great potential for understanding
the dynamics of both residential mobility and segregation
by race and ethnicity. In his work [1], Thomas Schelling
laid the conceptual groundwork for understanding the re-
lationship between individual preferences and the evolu-
tion of neighborhood compositions. He demonstrated that
minute racial preferences in individual residential choices
could result in aggregate patterns of residential segrega-
tion over time.

Residential choices are often the result of careful plan-
ning and consideration, thus the importance of individual
preference in deciphering patterns of segregation is well
established. On the other hand, daily mobility choices,
such as choosing a grocery store, are often ephemeral. Al-
though these daily decisions might seem random, individ-
ual mobility data has revealed to be highly non-random,
governed by simple laws, and greatly predictable [3, 5, 6].
Accordingly we can use individual trajectories as a proxy
to understand the environments to which individuals are
exposed.

In this work, we use call detail records (CDRs) gen-
erated over multiple months, which are treated and vali-
dated, to create average daily origin destination (OD) net-
works. We use these networks to study the difference
in daily mobility choices arising from residentially seg-
regated areas.This represents the first data driven study
to investigate whether racial preferences can be discerned
from individual mobility choices. If so, results would in-
dicate that not only do we organize residentially by our

*corresponding author: sdesu@mit.edu

socio-economic demographics, but also move according
to these as well. With the rapid migration into urban areas,
understanding how social decisions influence mobility has
consequences in many domains such as epidemiology and
urban planning. But perhaps more interestingly, this work
also servers as a platform to link individual mobility data
with social theories that posit racial isolation and concen-
trated disadvantage heighten exposure to criminality and
reduce access to resources and opportunities [7, 8].

2 Methods

Our CDR data set contains more than 8 billion
anonymized mobile phone records, obtained from sev-
eral phone providers, covering 2 million users over
two months in the spring of 2010. For each record we
are given the following information: an anonymized user
identification number, the latitude and longitude of the
record, and finally the timestamp at the moment of phone
activity, these activities encompass calls, text messing,
and web browsing. Typical cell record datasets are given
with respect to cell towers, in our case, the provider es-
timates the location of each record using a triangulation
scheme, resulting in location accuracy of 200-300m. Us-
ing the stay-point extraction method detailed in [9], we
identify ’stay locations’ which are the locations where
users engage in some activity. Then using the same
methodology developed in [10] we assign labels to the
stay regions, thereby generating trips by purpose. The
stay process yields a timestamp and duration for each stay
location, using these and frequency of visits we are able
to assign an activity type of ‘home’, ‘work’, or ‘other’ to
each stay location for each user. To capture only those
users whose home location is adequately represented in
the CDR data, we filter out users with less than 8 records.
We further filter census tracts that do not have enough res-
idents identified from the CDR data. Next we upscale user
trips to represent population level travel patterns by calcu-
lating expansion factors for each tract as the ratio of resi-
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dents as identified in the CDR data and the census popu-
lation. We validate these ODs against the Massachusetts
Travel Survey at various scales of aggregation; in 1 we
show that the accuracy of our data improves at sparser
scales.

Residential segregation metrics are also particularly
sensitive to which scale is used. The reason is segregation
measures using census tract data tend to report higher val-
ues for cities with high population densities, where cen-
sus tracts are smaller and cover only one neighborhood,
as compared to smaller, sparser cities where census tracts
can cover many neighborhoods. This bias is reduced at
smaller levels of spatial aggregation. Consequently, it is
important to be careful when comparing the level of resi-
dential segregation over larger spatial areas. Moreover, it
is advisable to carry out a multi-scale analysis. In [11] a
methodology to compute residential segregation on vari-
ous scales is presented but it has not been widely used in
the subsequent literature. Here we creating a segregation
profile to measure how scale affects segregation in our
study region. To ensure adequate correlation and small
enough clusters to capture variation in racial composition
we choose to use 350 k-means clusters as the local envi-
ronments of our users.

Scale Trade-Off
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Figure 1: the correlation increases with higher levels of
aggregation but the H-index decreases

Using these 350 clusters we construct OD-networks to
measure aggregate patterns arising from residentially seg-
regated areas. Since our goal is quantify the effects of res-
idential segregation we assign all users the dominant race
of their home tract. Then we construct the race networks
2 as follows: each node represents one particular cluster,
and edges are present between nodes if a trip has occurred
between the two clusters. The weights on the edges #;;
are the sum of daily flows from i — j, hence the network
is directed. We focus on average daily home other net-
works because we believe these trips represent individual
choices and preserve individuals’ residences.
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white

Figure 2: Home Other Networks, we will use this color
scheme throughout

Using the static racial composition in 3 as a reference,
we see in 2 some long range connections in minority net-
works are between other areas that have higher concentra-
tions of the same respective minority.

Figure 3: Every dot represents 100 people of a particular
race. For each census tract, dots are generated and labeled
with races according to their respective racial population
distribution in the census. For the visualization dots are
uniformly distributed within the borders of corresponding
census tracts and colored by the race they represent. We
are left with a visual approximate of the racial composi-
tion of our study area. This map shows our study region
is predominately white and fairly segregation.
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3 Metrics

We reformulate traditional measures of segregation,
namely entropy and exposure to include dynamic prop-
erties of individual mobility. These measures are often
cited as proxies for understanding the local environments
of minorities, but a more accurate understanding would
incorporate data on where these individuals go through-
out the day. Sociologists use entropy to measure diversity
of racial distributions in locations and this value is the lo-
cation’s contribution to the information-theory based H-
index. Instead of measuring the static distributions of lo-
cations, we measure the diversity of visits to each location
formulated as follows:

Let L be the set of all locations. Firstly, for each lo-
cation i € L: we compute s}, the incoming strength in the
OD-network defined by race r. Next, we normalize by to-
tal incoming strength in 7’s network , 57, ,, this gives us
the overall importance of location i in each race network.
Because we have many more white user’s than minorities
normalization ensures we weight each network equally.
Finally we compute the entropy, E; , of these normalized
values.

=Y (1)

jeL
r r
st st
i i
E=Y - log, - @
rer Stotal Stotal

In 4 Downtown Boston and South Cambridge are
shown to be important locations in all race networks but
there is not much diversity elsewhere.

Exposure is traditionally a measure used to capture the
average percentage of race m present in the local environ-
ments of race n, denoted ,P,,. Here we measure the expo-
sure of individual’s destinations as a function of distance.
To measure the distance between location i and location
J we use the haversine function, A(i, j). Most trips in our
OD networks occur between 0 - 5 km with very few above
25km, so we measure exposure in the following intervals
d =10,1,5,10,25,], shown in the left hand side of .

ro__ r
si= Y 1]
jeL

s
an:Znil*nim “4)

icL Stotal

ifdy <h(i,j) <dpr1  (3)

Threshold models used in segregation literature often
cite that there is tolerance parameter governing residential
movement. Inspired by this, we create probability of vis-
itation functions with respect to the racial composition of
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local environments. What we see in the right hand side
of seems intuitive, each race has a higher probability of
visiting a cluster that has a larger proportion of their own
race.

4 Model

From 5 we see a stark pattern emerge: even during daily
travel races are likely to visit locations that are dominated
by their own race. To untangle whether these are effects
of individual preference or simply spatial segregation we
test two models. Both are rank based variants of the ra-
diation model in [4]. In both models we predict f;; using
the outgoing strength s! as production. In the race blind
model we use total population as attraction and in the race
aware model we only use the population of race r to pre-
dict #/;. These models allow us to account for the distance
decay in trip lengths in addition to discerning if individ-
ual’s mobility is race blind or race aware.
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Spatial and Social Homophily at a Massive Religious Gathering

lan Barnett!
Tarun Khanna?
Jukka-Pekka Onnelal

The Kumbh is a religious Hindu festival that has been celebrated for centuries. The 2013
Kumbh Mela, a grander form of the annual Kumbh, had an estimated 40 to 100 million visitors
(Sugden, 2013). These estimates, if correct, would make it the largest gathering of people in
human history. We used call detail records (CDRs) from one of India’s largest cellular service
providers to study the spatial and social dynamics of Kumbh attendants. Here, we focused our
investigation on homophily, the common finding that individuals who frequently interact with one
another tend to be similar in their attributes. What separates our investigation from previous
studies in this area is that we examine spatial and social components of homophily
simultaneously and, further, do so in the context of a massive gathering of millions of people.

Our data consisted of 390 million communication events among a sample of
approximately 4 million people whose communication activities were observed for a three-month
period from January 1 to March 31, 2013, a time period that encompassed the 2013 Kumbh
Mela. The festival took place within a designated venue that was served by approximately 200
cell towers, which divided the Kumbh area into 200 small spatial regions (technically known as a
Voronoi tessellation where each Voronoi cell is centered on a cell tower). We examined
communication events that were transmitted by any one of these towers with known spatial
locations. Past investigations of homophily have focused on individual covariates, such as age,
sex, race, and ethnicity. India is a culturally diverse nation with many languages and customs
that vary widely across its many states, and here we investigated individual-level homophily in
terms of callers’ regions, available as their phone area codes. We defined spatial homophily as
a tendency for individuals from a given region of India to be spatially co-located, while at the
Kumbh, with other individuals from the same region over and above that expected by chance
alone. Similarly, we defined network homophily as a statistical excess of social ties, while at the
Kumbh, here measured as phone calls and text messages, between people who shared an area
code.

We compared how spatially and socially homophilous the different regions of India were
with respect to one another. Overall, we found many of the regions to exhibit relatively strong
levels of both types of homophily. Further, we found that states with smaller representation at
the Kumbh tended to show significantly stronger spatial and social homophily than the states
with greater Kumbh representation (Figure 1). In other words, smaller groups at the Kumbh
appeared to display greater cliquishness, both spatially and socially. This phenomenon of
minority groups being more homophilous than larger ones has been observed in studies of race
and social structure in school settings (Gonzalez, 2007; Vermeij, 2009; Currarini, 2009), but
these earlier findings tend to be based on relatively small interaction contexts that are long-
lasting. In contrast, the Kumbh is a massive event in which most attendees stay a relatively
short period of time, seldom more than a couple of weeks. In this very different type of
behavioral context we find that homophilous tendencies persist.

Our findings could be helpful in understanding the dynamics of organic or unplanned
displacements of populations. It would be helpful to be able to identify the social factors that
lead people to seek out others like them in these types of settings, because these behavioral
tendencies can lead to unpredictable and devastating outcomes, such as human stampedes.
More broadly, we anticipate that the present work could be used in the context of disasters, like
earthquakes and floods, when large numbers of people are forced out of their homes.
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Population Representation [ IRRPPREEE Spatial Homophily

Figure 1: We have divided India into 23 different states, ranked first by representation at the Kumbh (left
panel) and then by degree of spatial homophily (right panel). The heat map colors correspond to the
rankings. The yellow star is the city of Allahabad, the location of the 2013 Kumbh Mela. The near inversion
of colors when comparing the two panels demonstrates a clear negative association between state
representation and spatial homophily.
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Over the past decade, international organizations,
research institutes and governments in rich countries
have heavily invested in data collection for evaluating
their performance in development areas such as child
mortality, spread of diseases and poverty. Novel
and scalable analysis techniques have been specifically
introduced for the better usage of big data in policy
making. As rich countries collect and analyze more and
more data from a broad range of applications, the poor
and developing countries have lagged behind. Many
countries in the developing world have not conducted
a census in many years due to infrastructure and
resource limitations and market inefficiencies [1]. For
example, Afghanistan is still using census data from
1979. The lack of reliable government statistics and
census data hinders development and evaluation of
policies in countries which need it the most. Given the
vital role of census and demographic data in measuring
social and economic development, their shortage needs
to be addressed.

Researchers have noted that the emergence of
the data-driven “computation social science” and
the large scale adoption of new technologies offer
an unprecedented opportunity to better understand
individual behavior and societies at scale [2]. The
rise of communication technologies, and in particular
the high penetration rate of mobile phones across
the globe (90% in the developing countries), has the
potential to address the scarcity of development data.
While many economic, demographic and population
data are missing in developing countries, the abundance
of metadata collected by mobile phone operators can fill
this gap, thus enable a more informed policy making
process [3].

Many international organization, such as UN and
world bank, have already started tapping into the
great potential of big data for development. A
report recently published by the UN data revolution
group calls for greater embedding of ubiquitous

data collection and analysis into its 2015 sustainable
development action plan [4] In addition, the
big data and people project alliance (Data-Pop)
has focused on developing methods for collecting
and analyzing indicators of human welfare, such as
poverty, inequality, human mobility, economic statistics
and inflation patterns, mostly in underdeveloped and
conflict regions [5]. Recently, a series of research studies
have investigated the applicability, accuracy and cost-
effectiveness of geographical and temporal aggregation
of communication logs in novel applications such as
census prediction. Deville showed how mobile phone
metadata can be used to generate detailed maps of
population distribution on a country-wide scale [6].
Using mobility and communication patterns obtained
from mobile phone metadata, Enns constructed a
geographic network of regions with low and high
malaria transmission and proposed a more cost-effective
approach to the malaria control effort [7]. Similarly,
researchers have utilized mobile phone mobility and
Call Detail Records (CDR) for mapping and containing
the spread of Ebola [8].

There are two main challenges with the application
of call and mobility data for development purposes.
First, while the CDRs in their raw form provide us
with precise information on who called whom from
where and for how long, they provide very little
insights about the individual phone users and their
habits. This is especially important in development
policy-making which heavily relies on temporal and
geographic aggregates of demographic and behavioral
data. Second, the lack of subscribers demographic
information is even more pronounced in developing
countries where this data has the most potential but
the vast majority of mobile phones are prepaid. Here,
we address these challenges by extracting insightful
behavioral indicators from the raw CDRs which can
be used for prediction of individual demographic
characteristics. Our behavioral indicators range from
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radius of gyration to average response delay or the
diversity of contacts.

The motivation of this study is to investigate the
extent to which our behavioral indicators can replace
the expensive and missing census data. Gender is a
basic, yet an essential, demographic variable in census
data. In this paper, we focus on how behavioral
indicators derived from standard mobile phone meta
data, CDRs, can be used as input features to machine
learning techniques for predicting the gender of the
mobile phone user. By combining large-scale CDR meta
data with the mobile phone subscriber information,
we evaluated the prediction power of these behavioral
indicators across two different countries, developed and
developing.

Several recent studies have investigated the appli-
cation of mobile phone usage data to infer the de-
mographic structure of a population. Different vari-
ables including age, gender, personality traits and socio-
economic status have been the focus of these stud-
ies. The prediction approaches range from network-
based collaborative filtering to standard machine learn-
ing algorithms. Herrera-Yagiie introduced a method
which exploits the homophily in the network connec-
tions and uses the available demographic information
of a user’s contacts along with her SMS, call usage pat-
tern and ego-network structure as the input features to
several machine learning algorithms [9]. Brea proposed
a graph-based algorithm for predicting the age of mobile
phone users. Given a seed of known user ages, the al-
gorithm extracts topological information from the net-
work to infer the user’s age group. Brea also discovered
that the topology of the seed set relative to the predic-
tion node plays an important role in performance of the
algorithm [10]. These methods require the whole com-
munication network around each user along with the
information about her neighbors to be available before
making any prediction. In contrast to these approaches,
our method solely relies on the activities of individual
mobile phone users for prediction.

Sarraute employed several individual-based “behav-
ioral variables” and network-based “social variables” as
input features to a double-layered learning algorithm
called “Population Pyramid Scaling”. The algorithm
admits a hyper parameter that determines the propor-
tion of nodes to predict, thus adjusting the trade-off
between precision and recall [11]. The nature of these
“behavioral” and the “social” variables extracted from
mobile phone usage patterns is similar to ours, with
the difference that we greatly expanded the set of input
features to cover new behavioral categories. In contrast
to Sarraute’s work, we did not limit our testing to the
more predictable users and evaluated our model on all
of the test data.

We developed a range of novel indicators capturing
different aspects of individual habits and behaviors.
The complete set of behavioral indicators consisted of
94 features that are extracted from texting, calling and
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mobility patterns of individual users. We developed
a software package which can easily compute these
variables from raw carrier logs. We believe these
indicators can account for a diverse set of behavioral
patterns by only considering the activities of individual
users, and not of their neighbors. The indicators can
be roughly divided into five different categories:

1. Basic phone usage: Some examples are number of
calls, number of texts or number of active days per

week.
2. Active user behavior: These indicators aim to
capture user’s level of proactiveness. Some

examples are the percentage of call or text
interactions initiated by the user or the delay time
in answering a text. We consider a text from user A
to user B as a response if it is sent within one hour
of receiving a text from user B. The response delay
is the expected time it takes for a user to answer a
text. Text response rate is another example of user
active behavior.

3. Diversity: Entropy or diversity is a quantitative
measure capturing how many different values a
random variable can take and how evenly they are
distributed across the range of all possible values.
For example, as a user interacts more evenly with a
larger number of contacts, her entropy of contacts
increases. In this work, we considered the entropy
of call, text, call and text contacts and the unique
places a user visits.

4. Regularity: Some examples are weekly deviations
in temporal calling pattern, call and text inter-time
or the times a user comes back home.

5. Location: These features aim to capture user’s
mobility pattern. Some examples are the absolute
number of different places a user has sent or
received a call or text from or the distance between
these places. Another example is the mean radius
of gyration which is the radius of the smallest circle
that contains all the places a user has visited in a
day.

Our data set consists of a random sample of
more than 550,000 subscribers in a European country
and 40,000 subscribers in a South Asian country,
whose raw CDRs were collected for a period of 3
months. Longer periods of user data result in more
accurate representation of behavioral indicators since
the features are aggregated weekly. The dataset is
anonymized by encrypting the phone numbers of the
callee and the caller in the raw CDRs. An explorative
study of the features reveals stark differences and yet
remarkable similarities between the two countries with
different culture and economic status. For example,
figure 1 illustrates the kernel density of mean duration
of calls across these two countries along with the same
distribution per gender in each country. While the
average duration of calls in the European country is 200
minutes longer than the South Asian country, women in
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Algorithm Best Configuration European Accuracy | South Asian Accuracy
Linear SVM Penalty =12, Loss = L2, 71.9% 73 %
Cost = 10
. . Degree = 2, Cost = 10
SVM with Polynomial Kernel Kernel Coefficient — 0.01 74% 74.9%
. Cost = 100,
SVM with RBF Kernel Kernel Coofficient — 0.1 74.1% 74.8%
Split criterion = Entropy,
Min samples for split = 5,
Random Forest Features searched for best split = 50%, 8.2% 8%
Number of trees = 400

TABLE 1: Gender Prediction Accuracy with Best Classifier Configuration

Density of duration_of_calls_call_mean_mean

European
—— South Asian
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FIGURE 1: The mean duration of calls per country (left), mean
duration of calls per gender in the south Asian country (top right) and
mean duration of calls per gender in the European country (bottom
right)

both countries are expected to have approximately 30%
longer call duration compared to men. This similarity
is in fact confirmed by our final machine learning model
where mean duration of calls appears as one of the
strongest predictors of gender in both countries.

We tested the prediction power of our behavioral
indicators on users who were active on at least 3 days
of the week and were able to correctly predict gender
with 74.1% accuracy in the worst-case scenario. We
also observed that the strongest predictors of gender
are mostly the same across these two countries, despite
cultural, social, geographical and economic differences.
In particular, we observed that diversity of contacts
and places visited is strongly correlated with gender
in both of these countries. We examined SVM with

Herra-Yagiie [9] | Sarraute [11] | Our European Data
65.3% 66.3% 74.1%

TABLE 2: Comparison of Previous Gender Prediction Accuracies
with our Worst Performance

polynomial and radial basis function kernels, linear
SVM and random forest and concluded that SVM with
RBF kernel and random forest yield the highest level of
accuracy. To achieve equal precision and recall for both
genders in presence of data imbalance, we modified the
penalty term for each gender inversely proportional to
its relative frequency in the training set. Furthermore,
our input features were standardized to the [0,1] interval
in the case of SVMs. Table 1 summarizes the accuracy
results from various learning models we tested. Our
models were tuned through a grid search of stratified 5-
fold cross validation scenarios. The accuracy numbers
reported in table 1 are from unseen test data held
separate from the cross validation set.

Table 2 compares our worst case accuracy (from the
European data set) with equivalent accuracy metrics
from [9, 11]. Herra-Yagiie [9] accuracy is taken from
the best model which uses both isolated link and
ego-network features. The accuracy from Sarraute
[11] is from the case where a prediction is generated
for all nodes (ie. q = 1). We attribute the
substantial improvement in our prediction accuracy to
the expanded set of learning features. In fact, a close
examination of the learned models reveals that some
of the most predictive features in both countries are
ones that are missing from these previous studies (e.g.
interactions per contact, entropy of contacts and places,
percent initiated interactions).

These results show that behavioral indicators directly
derived from mobile phone metadata can be combined
with standard machine learning techniques for accurate
and robust prediction of gender. Further work
is required to investigate the applicability of these
indicators in prediction of other demographic variables
such as age and socio-economic status. We believe
that combining our individual behavioral features with
information obtained from the ego-networks (such as
neighbor similarity) can result in even higher accuracy.
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SPATIOTEMPORAL DETECTION OF UNUSUAL HUMAN POPULATION
BEHAVIOR USING MOBILE PHONE DATA

ADRIAN DOBRA, NATHALIE E. WILLIAMS, AND NATHAN EAGLE

ABSTRACT. With the aim to contribute to humanitarian response to disasters and violent
events, scientists have proposed the development of analytical tools that could identify emer-
gency events in real-time, using mobile phone data. The assumption is that dramatic and
discrete changes in behavior, measured with mobile phone data, will indicate extreme events.
In this study, we propose an efficient system for spatiotemporal detection of behavioral anom-
alies from mobile phone data and compare sites with behavioral anomalies to an extensive
database of emergency and non-emergency events in Rwanda. Our methodology successfully
captures anomalous behavioral patterns associated with a broad range of events, from religious
and official holidays to earthquakes, floods, violence against civilians and protests. Our results
suggest that human behavioral responses to extreme events are complex and multi-dimensional,
including extreme increases and decreases in both calling and movement behaviors. We also
find significant temporal and spatial variance in responses to extreme events. Our behavioral
anomaly detection system and extensive discussion of results are a significant contribution to
the long-term project of creating an effective real-time event detection system with mobile
phone data and we discuss the implications of our findings for future research to this end. The
complete version of this paper will appear in PLoS ONE and it is available online [1].
KEYWORDS: Big data, call detail record, emergency events, human mobility

1. INTRODUCTION

Discrete emergency events, such as terrorist attacks and natural disasters, occur frequently
around the globe and regularly cause massive destruction. With the ultimate aim to decrease
the humanitarian toll of post-event disasters, scientists have recently begun to understand that
several relatively new sources of organically collected data, such as cell phone records, internet
blogs, and Twitter, could provide real time or very quick identification of emergency events.
While these data are continuously collected by service providers and could ostensibly be made
available, the tools for using such data for real-time event identification are still under construc-
tion. The broad purpose of this article is to contribute to the long-term goal of development
of analytical tools for using mobile phone data to identify emergency events in real time. This
can ultimately contribute to quicker humanitarian response and decreases in the severity of
disasters. Specifically, we create a system for identifying anomalies in human behavior as mani-
fested in mobile phone data, and discuss the correspondence between these anomalies and actual
emergency and non-emergency events that might have caused them.

Previous research has demonstrated that such analytical tools might be possible, by showing
that natural and man-made emergency events, such as earthquakes or bombings, can be seen
in dramatic increases in calling and mobility behaviors. These studies are able to show such
anomalies by comparing behaviors to events where the character, time, and place of these
events are already known. We build on these studies, but develop a blind system that is closer
in nature to an actual event detection system. Instead of starting with the time and location
of an event, then looking for anomalous calling behavior, we develop a behavioral anomaly
detection system that identifies days with unusual calling or mobility behavior, as well as the
location and geographic extent of these disruptions. Our detection system is scalable as it is
able to efficiently process years of country-wide mobile phone records.

For illustration we use mobile phone records from a single cellular services provider from
Rwanda. We connect the identified anomalous days and locations with extensive records of
violent and political events and natural disasters. Results of this exercise reveal that some days
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with anomalous increases in calling and mobility behavior match well with several different
kinds of events. In other cases, days with decreases in calling and/or mobility match with
events. These cases were surprisingly more numerous than events matched with increases in
calling and mobility. In still other cases, we do not find good event matches for days with
anomalous behavior and we also find cases where emergency events occurred without resulting
in anomalous behavior that our system could detect. Notably, we learn as much from the
unmatched events and behavioral anomalies as from the matched cases.

We argue that further quantitative and qualitative research into the exact and possibly multi-
dimensional nature of human response to emergency events is needed. In this regard, our careful
analysis of both the matched events and the events and instances of anomalous behavior that
do not match reveal some key insights into further developments needed to better understand
human response to emergency events. In fact, it is this outcome, namely the demonstration
that human behavioral responses to emergency events are much more complex than previously
assumed, that is the most important contribution of this paper. Future research must address
this complexity and can benefit from using existing social and psychological theories of behav-
ioral response to threat. We conclude this article by setting out a clear pathway of research
aimed at the goal of a creating an effective system of identifying emergency events in real-time
(or close to real time) from mobile phone data.

2. RESULTS

Our anomalous behavior detection system identified many days with unusual calling and
movement behavior across multiple sites. Here we describe some of these disturbances in which
the largest spatial clusters of sites were identified, match some of them with key events that
occurred in Rwanda, and discuss what we learn from each matched and unmatched event.

Violence against civilians — September 16, 2005. Our system identified a spatial cluster
of four sites with higher than usual call volume and movement frequency on September 17, 2005.
These sites are located in the vicinity of the city of Goma, along the Rwanda-DRC border and
near the Rwanda-Uganda border. We find no event, emergency or otherwise that occurred on
September 17, 2005. However, a violent event, reported by ACLED, occurred in the same area
on September 16, 2005. The distance between the event’s reported location (latitude -1.67,
longitude 29.22) and the centroid of the closest site in the spatial cluster is 1.7 km. Radio
France reported that this event involved five armed attacks in which 1 person was killed, 7
others were wounded, and was part of the general trend of violence against civilians.

Violence against civilians — January 15, 2006. We identify 16 sites (eight in the Kigali
area) with lower than usual call volume on January 15, 2006. Eight of these sites also had
lower than usual movement frequency. A violent event was recorded by ACLED in Kigali
on the same day. The distance between the event’s reported location (latitude -1.96, longitude
30.04) and the centroid of the closest site with unusual call volume is 3.8 km. Reporters Without
Borders and Amnesty International report that four armed men invaded and ransacked the home
of Bonaventure Bizumuremyi, the editor of the independent fortnightly Rwandan newspaper,
Umuco. Mr. Bizumuremyi was the target of intimidation and harassment, demanding that he
stop publishing articles criticizing the ruling Rwandan Patriotic Front (RPF). The armed forces
of the RPF forced many independent journalists and human rights activists to leave Rwanda
during that same general time period by intimidation, harassment or arbitrary arrest.

Protest — November 25, 2006. Our system identified seven sites with unusually low
call volume and movement frequency, and seven additional sites with unusually low movement
frequency on November 26, 2006. One of these sites is far from the other 13 and belongs to a
separate spatial cluster. This suggests that there were two events on this day, one that created
the anomaly in a single site and another that created behavioral anomalies in the remaining 13
sites. The 13 cluster sites are in Kigali and slightly to the east of the city. The single separate
site is in the southern part of Rwanda on the Burundi border. We do not have record of any
events that occurred on November 26, 2006 in these areas. However, a large protest was recorded
on November 25, 2006 in Kigali. The distance between the event’s reported location (latitude
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-1.96, longitude 30.04) and the centroid of the closest site with unusual call volume (movement
frequency) is 3.38 (1.83) km. The New Times of Rwanda reports that 15,000 demonstrators
flooded the streets of Rwandas capital Kigali in protest of France’s role in the Rwandan genocide,
and their call for the arrest and trial of the Rwandan President Paul Kagame.

Protests — November 19, 2008. Our system identified 45 sites in and extending well
beyond Kigali that had unusual low call volume and movement frequency. Four additional sites
recorded unusually low call volume. The sites are grouped in a large spatial cluster which is
indicative of a major common cause of the disturbances at all these sites. On the same day,
reports indicate that tens of thousands of Rwandans participated in a series of protests over
the arrest in Germany of Rose Kabuye, a prominent Rwandan military and political figure, on
alleged involvement in the plane crash that led to the 1994 genocide. The distance between the
reported location of the protests (latitude -1.96, longitude 30.04) and the centroid of the closest
site with unusual call volume and movement frequency is 1.8 km.

Floods — September 19, 2007. Our system identified 53 sites that had unusually low call
volume and movement frequency on September 19, 2007. During the previous week, starting
on September 19, torrential rains in the northwest of the country led to severe floods, leaving
15 people dead, 7000 people homeless and displaced, and more than 1000 houses uninhabitable.
Floods also contaminated clean water supplies and decimated field crops, leading to concerns
about waterborne diseases and food insecurity in the area. On September 18, floods dramatically
swept away 42 homes and forced families to evacuate in the middle of the night. The following
day, September 19, is when we find behavioral disruptions of decreased calling and movement.
Notably, the behavioral anomalies occur across the country, instead of concentrated in the
area most affected by flooding. In this case, the date of the behavioral disruption suggests a
good match with the flooding event, but the spatial range of behavioral reaction decreases our
confidence that the dramatic floods created the dramatic behavioral anomalies. It is possible
that other areas of the country were also affected by flooding, that roads were damaged or
transportation infrastructure was disrupted, or that families were busy rebuilding homes and
crops that were destroyed by the rains. All of these possibilities are plausible explanations
for decreased mobility and calling. However, further qualitative and quantitative research on
behavioral reactions to similar flood disasters will be necessary to understand if and exactly
how people change their communication and movement in response to natural disasters. The
contribution of this case study is an indication that reactions to flood disasters might be much
more complicated than we currently understand.

Christmas Eve — December 24, 2007 and 2008 . We identified 26 sites with unusually
high call and movement frequency on December 24, 2007 and 59 such sites on December 24,
2008. Still more sites recorded only higher than usual call volume (21 in 2007 and 17 in 2008),
or only higher than usual movement frequency (1 in 2007 and 2 in 2008). Given that about
90% of Rwandans identify as Christians, it is not surprising that we find behavioral anomalies
on Christmas Eve in 2007 and 2008. We expect that people called and visited their families
to celebrate the holiday, resulting in the increases we find in both behaviors. The particular
features of the behavioral anomaly we find on these two days (large spatial extent, higher than
usual calls and mobility) match well the characteristics of this major planned religious event.

New Year’s Eve and New Year’s Day — January 1 and December 31, 2008, and
January 1, 2009. Our system identified more than 20 sites spread throughout Rwanda with
unusually high call and movement frequency on each of January 1, 2008, December 31, 2008,
and January 1, 2009. Given that New Year’s is a national holiday that affects all people in
Rwanda (regardless of religion) and given the wide spread of the behavioral anomalies we find,
we believe that these anomalies are due to this holiday. Just as with Christmas, it is likely that
Rwandans call and visit family and friends more often on New Year’s Eve and Day.

International treaty — November 9, 2007. Behavioral anomalies were identified over
a large area of Rwanda on November 9, 2007: 52 sites recorded unusually high call volume
and movement frequency, three additional sites recorded unusually high call volume and one
other site recorded unusually high movement frequency. One political event might explain
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this anomalous behavior: on that day, the governments of the Republic of Rwanda and of the
Democratic Republic of Congo (DRC) signed the “Nairobi Communiqué” which defined a joint
approach to end the threat to peace and stability in both countries and in the Great Lakes
region posed by the Rwandan armed groups on Congolese territory. It is plausible that people
made more calls to spread information and discuss this major treaty, but it is unclear why such
as event would cause increased mobility. We do not find any other event that could plausibly
have caused a nationwide response such as this.

Major unknown event — April 24 and 25, 2008. Our system identified unusually low
call volume and movement frequency in 61 sites on April 24, 2008 and in 53 sites on the next
day. On both days additional sites recorded unusually low call or movement frequency. We
have been unable to find an event on or just before these days that could explain anomalous
human behavior that lasted at least two consecutive days, affected almost the entire country
and led to a significant decrease in the routine behaviors in Rwanda.

Commemoration of the genocide against the Tutsi — April 7 and 8, 2007, and
April 7 and 8, 2008. Our system identified 26 sites with unusually low call volume and
movement frequency on April 7, 2007 and 24 such sites on April 7, 2008. Our system also found
a smaller number of sites with unusually low call volume and movement frequency on April 8,
2007 and 2008. April 7 is an official annual Rwandan holiday which marks the start date of the
1994 genocide. It is a planned event which affects most Rwandans. The behavioral anomalies
spread across the country on these days for two years in a row suggest that the remembrance
day could be the cause of decreased call volume and mobility frequency.

3. DISCUSSION

In this paper, we contribute to the process of creating a system of detecting emergency events
using mobile phone data. An effective event detection system could make significant contribu-
tions to humanitarian response and reducing the toll of disasters on human well-being. Towards
this end, we develop a method for using mobile phone data to identify days with anomalous
calling and mobility behavior, including days with high call volume and/or mobility, and low
call volume and/or mobility. Our method also identifies the location of these anomalies and
the geographical spread of the disturbances. We compare the days we identify with anomalous
behaviors to a database of emergency and non-emergency events. Some days and places with
behavioral anomalies match well with events and others do not. We learn from both cases.

Our analysis makes clear that detecting dramatic behavioral anomalies is only part of the
work required to create an effective system of emergency event detection. The remaining work
that is necessary is serious social-behavioral analysis of the exact types of behaviors that can
be expected after different kinds of events and the exact time scales on which they occur. This
will require intensive qualitative as well as quantitative analysis. It is only through a thorough
understanding of these underlying differential behavioral patterns that an effective detection
system can be developed.
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1. INTRODUCTION

We present a methodology to estimate the number of
attendees to events happening in the city from cellular
network data. In this work we used anonymized Call
Detail Record (CDR) comprising data on where and
when users access the cellular network. Our approach
is based on two key ideas: (1) we identify the network
cells associated to the event location. (2) We verify
the attendance of each user, as a measure of whether
(s)he generates CDR data during the event, but not
at other times. We evaluate our approach to estimate
the number of attendees to a number of events ranging
from football matches in stadiums to concerts and fes-
tivals in open squares. Comparing our results with the
best groundtruth data available, our estimates provide
a median error of less than 15% of the actual number
of attendees.

While a number of existing works deal with the prob-
lem of discovering and analyzing events con the basis of
cellular network data, the problem of actually estimat-
ing the number of attendees is largely unexplored. In
particular, to the best of our knowledge, there are not
published results of the accuracy of attendance estima-
tion using CDR data.

2. NAIVE APPROACH

A naive approach to estimate the number of people
attending an event would be to just count the number
of users who generate CDR data in cells covering the
event’s location during the event time. In particular,
we defined the area associated to each event as a circle
centered in the event place with a fixed radius of 100m.
Then, we record all the CDR, produced in the network
cells that overlap with the area at the event time. We
then counted the number of individual users.

Figure 1 shows correlation results — using the naive
approach — for a number of events covered by our dataset.
Each point represents an event: the x-coordinate is the
CDR estimate for attendance, while the y-coordinate is
the groundtruth attendance. It is easy to see that there
is almost no correlation (r? = 0.016) between the two
estimates, so the naive approach is highly ineffective.

Massimo Colonna
Engineering & Tilab
Telecom ltalia, Italy
massimo.colonna @telecomitalia.it
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Figure 1: Correlation result using the naive ap-
proach. It is easy to see that there is almost no
correlation (r? = 0.016) among CDR count and
groundtruth.

Our goal is to identify a mechanism to create a strong
correlation between groundtruth and CDR counts. Once
this result is achieved, a simple linear regression can
scale up CDR counts to the actual attendees estimate.

3. METHODOLOGY

To overcome the above limitations, we developed a
specific methodology to deal with attendance estima-
tion. In particular: (3.1) We identify the radius within
which are all the cells whose traffic can be associated to
the area where the event takes place. (3.2) On the basis
of the identified cells, we count the number of users who
generate CDR data at the event time, but who do not
(usually) generate CDR at other times. (3.3) On the
basis of such data from a number of events, we set up a
linear regression to estimate the number of attendees.

3.1 Event Radius Identification

Determining the network cells handling the traffic for
an event is a fundamental task. Otherwise it is possi-
ble that the cells being considered will include CDR
data actually produced elsewhere, or will miss CDR
data that were actually produced in the proper area.

We model the event area as a circle with center c
- where the event takes place, and with radius r. A
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Eventat Joventus Stadium on 22.4-2012 Eventat stadio Olimpico on 24-3-2012

average Z:score during the event

average Z:score during the event

radius of the event area

Figure 2: Graph showing for each r; how much
the area had an unusually high number of people
during the event.

cell with center b and radius rc is considered relevant
for the event if: dist(c,b) < r 4+ rc. Where dist is the
geographic distance between the points. We could also
select < 0 to impose the fact that a cell has to overlap
to the center of the event by a certain amount to be
considered as relevant.

Our approach starts from the basic consideration that
the plot of the number of CDR generated from the event
area should have a spike (i.e., an outlier) when the event
take place, as the events — we are interested in — will
typically attract a large number of people.

Accordingly, we scan different values rj for the radius
of the area of the event and compute a z-score z; of the
number of CDR generated from that area at the event
time. The result is a graph showing for each rp how
much the area had an unusually high number of people
during the event. Figure 2 shows the result for two
events. It is possible to see that once the area is properly
identified, the z-score clearly identifies that something
unusual is taking place there (z = 3.7 with a radius of
about 300m for the event on the left, z = 2.2 with a
radius of about -200m for the event on the right).

We compute the best radius as the average of the rg
values weighted by the associated z-scores.

3.2 Attendance Estimator

Once the event area has been identified, we need a
mechanism to count the number of users who attended
the event. Since we do not know what the user was
doing in the event area, we estimate the probability of
the user presence as proportional to the fraction of time
in which the user was there during the event f1, and
inversely proportional to the fraction of time in which
the user was there outside of the event time f2.

p=f1-(1-f2)

We then add all such probabilities p together to ob-
tain a raw attendance estimator of the event.

3.3 Piecewise Linear Regression

The above estimator is typically much lower than the
actual attendance. This can be naturally explained by
the fact that not all the users will use the phone dur-
ing the match, and by the fact that not all of them
adopts the same carrier providing the data for this anal-
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Figure 3: Estimated VS. groundtruth atten-
dance. It is possible to see a good linear cor-
relation between data (r? = 0.78).

Piecewise Linear R.

Mean abs. error 6057
Median abs. error 4072
Mean % error 68%
Median % error 14%

Figure 4: Results obtained by using piecewise
linear regression.

ysis. In any case, as we will show in the next section, it
has a strong positive correlation with groundtruth head-
counts. Accordingly, a simple linear regression can scale
up the above count to the actual attendees estimate.

We assume the availability of a training set of events
for which attendance estimate is known to be used to fit
the parameters of the linear regression. The resulting
coefficients are then used to scale CDR estimates of at-
tendance in a testing set of events. specifically, we used
piecewise linear regression: for each testing sample, we
consider the n closest samples in the training set, create
a linear regression on that n points, and use it to scale
that predicted testing sample.

4. ANALYSIS AND RESULTS

We applied our approach to estimate the number of
attendees to events ranging from football matches in
stadiums to concerts and festivals in open squares. The
analysis spans large events with ground truth atten-
dance of more than 80000 persons to smaller ones with
a ground truth attendance of less than 2000 persons.
Overall, we considered a dataset comprising 43 events.

Fig. 3 shows correlation between our estimate and
groundtruth values (72 = 0.78), note the improvement
over Fig. 1. Fig. 4 presents mean/median absolute er-
ror (i.e., mean/median of the actual difference between
estimated attendees and groundtruth). The percentage
error divides the actual difference by the groundtruth
to understand the relative error to the attendees’ size.

It is possible to see that the use of CDR data produces
rather good estimates of the number of attendees.
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Motivation: 1t is estimated that within the next forty years, two-
thirds of the world’s population will be living in expanding urban
centers, and the level of urbanization is expected to increase in all
major areas of the developing world, with Africa and Asia urban-
izing more rapidly than the rest [1]. Given this, there is clearly a
need for methods that will cheaply yield up-to-date information on
urban environments, without extensive on-the-ground investigation.
A promising tool in that regard is the use of aggregate geo-located
data on communication activity, a resource that is increasingly avail-
able given the near-universal penetration of mobile devices within
urban populations. Such data is inexpensive and can be collected and
distributed in a privacy-preserving manner.

The question, then, is how aggregate mobile data can be used to
provide information on urban ecology — the distribution of popula-
tion density, social and economic activities, and social interaction. In
this abstract, we present an approach to this problem that draws on
the notion of seasonal decomposition; by decomposing communica-
tion data we create distinct time series that provide information on
routine activities and on deviations from those routines.

Key idea: The key to our approach is the spectral decomposition of
the original cell phone activity series (see Fig. 1) into seasonal com-
munication series (SCS) and residual communication series (RCS).
SCS captures regular patterns of socio-economic activity within an
area and can be used to segment a city into distinct clusters. RCS
across areas enables the detection of regions that are subject to mu-
tual social influence and of regions that are in direct communication
contact. The RCS and SCS thus provide distinct probes into the struc-
ture and dynamics of the urban environment, both of which can be
obtained from the same underlying data.

Name Period Source
Milan Activity Nov.4-Dec.1 2013 [Telecom Italia [2]
Milan Square-to-Square | Nov.4-Dec.1 2013 [Telecom Italia [2]
Universities, Businesses,
Parks, Population per area,| Jan.1-Dec.31 2013| City of Milan [3]
Sport Centers, Bus stops

Table 1: Data Sets

Data: The data that we use in this study (summarized in Tab. 1)
consists of time series of aggregate cell phone traffic sent or received
by persons within small areal units in the city of Milan, made avail-
able for the Big Data Challenge competition [2]. In particular, the
city of Milan, an area of 550 km?, was divided into a 100 x 100
square grid. Each grid square has the same dimensions: a side length
of 0.235 km and an area of 0.055 km?2. This is the areal unit we use
throughout the paper, and we refer to it as a “square”. The temporal
unit is the 10-minute interval. In addition, we collected ground truth
data from the municipality of Milan and online sources, containing
elements such as universities, residential areas, sport centers, parks,
etc (last row of Tab. 1). This latter data is used here for external
evaluation of our methodology.

Methodology and Findings: We apply our approach to the cell
phone activity series, using the decomposed series to characterize

18 Portelio

sms & calMactivity

enteggio

days

Figure 1: Cell phone activity series (normalized) for two grid
squares of Milan, for the week of 11/4/2013-11/10/2013. Square
5640 is located close to the San Siro stadium, while square 4961
is located in a university region. Differences in seasonal patterns
(weekday/weekend) reflect stable differences between the univer-
sity and stadium environments.

0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0
-0.1

2.003.00
£ £
™
10" 10° 10’
log(cycles/day)

normalized power

Figure 2: Power spectrum of activity aggregated over all
grid squares (blue line indicates mean, shaded area +1 std
dev); marks indicate high-amplitude frequencies (e.g. daily (1
cycles/day) and weekly (0.14 cycles/day).

distinct aspects of urban ecology. We proceed as follows:

First, we begin by decomposing the original series, using FFT.
For each grid square ¢ € S, we decompose the original time-series
O;(T), into seasonal and residual through the following steps:

1. We select its & highest-power frequencies' (see Fig. 2).

2. We regenerate the seasonal communication series SC'S;(T)
using only the top k frequencies of the square, where SC'S;(T") =
{scsi(t1), ..., scsi(tm)}

3. We obtain the residual communication series RC'S;(T) by sub-
tracting the basic series from the original series:

RCS;(T) = {o:i(t1) — scsi(t1), ..., 0i(tm) — scsi(tm) }-

Second, we perform hierarchical clustering of different squares

based on the different time series and we validate the results using
the ground truth data; we used a correlation based distance function,
ie. dist(i,j) = 1 — correlation(SCS;(T),SCS;(T)), where
i,j € S. Then, we used the cluster-size skewness distribution in
order to cut-off the deprogram and get a single clustering; the cut-off
is the point where the distribution has the lowest skewness.
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"We use k = 30, since RCS autocorrelation function does not differ
significantly from that of a white noise sequence for that value.
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Figure 3: Fig. 3(a) shows the city of Milan segmented in differ-
ent clusters; for clarity we show only the top-10 largest clusters.
Fig. 3(b) shows the cluster densities for two of the ground truth
elements. The red dashed line indicates the Milan average. SCS
clustering separates regions with distinct urban environments
(e.g., university vs. green space).

Category Entropy for hierarchical SCS  Entropy for [4]
Universities 0.96 0.97
Green (%) 0.94 1.27
Businesses 0.82 1.33
Population 0.97 1.34

Table 2: Segmentation performance via Entropy (lower value is
better). Hierarchical SCS clustering produces more functionally
distinct clusters for all categories.

Typical days SCS
2 5 : Z :
2 4 2
& 3 ®
ERE E
1
< <
w O (%)
- : 5 . .
6.0 0.5 1.0 15 20 0 5 10 15 20 25
days days

Figure 4: The left figure shows how the typical weekday/weekend
approach, of [4], summarizes the cell phone activity series for the
San Siro area. Notice that the high peaks are lost when traffic
is aggregated. The right figure shows the SCS traffic in the San
Siro area for one month (our method).

Finally, we show that our SCS clustering scheme successfully seg-
ments areas dominated by distinct types of socio-economic activity,
and allows for discovery of regions whose activity patterns differ
markedly from the rest of the city (see Fig. 3). Also, the results
compare favorably with state-of-the-art approaches such as [4] (see
Tab. 2), since SCS is able to flexibly and parsimoniously incorporate
regular patterns occurring on any time scale; by contrast, state-of-

Figure 5: 10 largest strongly connected components for the di-
rected graph of RCS cross-correlations with lag = 1.

the-art methods estimate regular patterns using average weekday and
weekend days (evaluated using binned averages), and cannot there-
fore exploit temporal patterns across multiple days (see Fig. 4).

In addition to using the SCS to identify regular patterns, we show
that RCS enables the detection of regions that (i) are subject to mutual
social influence or (ii) in direct communication contact; this was not
previously possible using mere activity data.

First, we examine how squares affect each other’s RCS activity,
i.e. for two cross-correlated squares, a perturbation in one square at
time ¢ will be associated with a change in the other square at a later
point in time. We calculate a cross-correlation digraph for a given
time lag = 4 and compute its strongly connected components to find
areas that are subject to mutual social influence. Using this approach
in Fig. 5 shows a different, but interesting, segmentation of the city
from that obtained by SCS, with a clear structure becoming appar-
ent. The center of the city is a connected component (green color),
completely separate from the rest. This means that perturbations oc-
curring inside a square on the center, will most likely propagate to
other grid-squares in the center. Another example is the dark blue
connected component on the center-right side which corresponds to
the Milan Linate airport.

Second, we show that the RCS allows for the detection of areas
that are in direct communicative contact. We validate the latter by
showing that RCS correlations between areas are significantly re-
lated to the volume of inter-area cell phone traffic, and that this rela-
tionship is substantially stronger than for SCS: 0.27 for RCS versus
0.05 for SCS; this is done using the Quadratic Assignment Proce-
dure (QAP) [5], which is a technique for testing an matrix correlation
against a null hypothesis of no association, while controlling for the
underlying structure of the matrices being compared.

Due to space constraints, this abstract does not contain all the de-
tails of our methodology. A more detailed version of this work is
currently under submission in MobiHoc 2015 [6].

1. REFERENCES

[1] World urbanization prospects: The 2011 revision. United Nations
Department of Economic and Social Affairs/Population Division.

[2] Big data challenge. http://www.telecomitalia.com/tit/
en/bigdatachallenge.html, 2014.

[3] Milan’s public data. http://dati.comune.milano.it/, 14.

[4] V. Soto and E. Frias-Martinez. Automated Land Use Identification using
Cell-Phone Records. In Proc. of HotPlanet, 2011.

[5] D. Krackhardt. QAP Partialling as a Test of Spuriousness. Social
Networks, 9:171-186, 1987.

[6] B. Cici, M. Gjoka, A. Markopoulou, and C. T. Butts. On the
decomposition of cell phone activity patterns and their connection with
urban ecology.

%)
o
3
O
—
O
=
c
.0
N
o
]
0p)

122



NetMob

2015

Social Events in a Time-Varying Mobile Phone Graph

Carlos Sarraute
Grandata Labs

charles@grandata.com

Klaus Wehmuth
LNCC

klaus@lncc.br

Introduction

The large-scale study of human mobility has been signifi-
cantly enhanced over the last decade by the massive use of
mobile phones in urban populations [1, 2]. Studying the ac-
tivity of mobile phones allows us, not only to infer social
networks between individuals, but also to observe the move-
ments of these individuals in space and time [4]. In this
work, we investigate how these two related sources of in-
formation can be integrated within the context of detecting
and analyzing large social events. We show that large social
events can be characterized not only by an anomalous in-
crease in activity of the antennas in the neighborhood of the
event, but also by an increase in social relationships of the
attendants present in the event. Moreover, having detected
a large social event via increased antenna activity, we can
use the network connections to infer whether an unobserved
user was present at the event. More precisely, we address the
following three challenges: (i) automatically detecting large
social events via increased antenna activity; (ii) character-
izing the social cohesion of the detected event; and (iii) an-
alyzing the feasibility of inferring whether unobserved users
were in the event.

Data Source and Methodology

Our data source is an anonymized traffic dataset from a
mobile phone operator in Argentina, collected mostly in the
Buenos Aires metropolitan area, over a period of 5 months.
The raw data logs contain about 50 million calls per day.
Call Detail Records (CDR) are an attractive source of loca-
tion information since they are collected for all active cel-
lular users (about 40 million users in Argentina). Further,
additional uses of CDR data incur little marginal cost.

Together with the location of the clients of the mobile
phone network, the CDRs allow us to reconstruct a social
graph derived from the communications among users. We
first define a contact graph G composed of all users partici-
pating in the mobile network, where an edge between users
exist if they have communicated at any point within the
5 months period. We note that G includes non client users
that have communicated with client users.

Then, we define a time series of subgraphs of G composed
only of users present at a given location at a given time.
In this work, these subgraphs are restricted to client nodes
(users for which we have mobility data) using the event an-
tenna at a specified day, for a given time window. Note that
the existence of a link between such nodes in any subgraph
depends on whether there is a link between them in G. These
subgraphs allow us to focus on the social dynamics of a set
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of users present at a particular location at a given time as
is the case of client users attending a large-scale event.

We formalize this temporal sequence of subgraphs within
the context of a Time-Varying Graph (TVG) based on the
representation encountered in [6]. We consider a TVG as an
object H = (V, E,T), where V is a vertex set, T is a time
instant set, and F is an edge set. In this context, an edge
e € E is primarily a quadruple of the form (u, tq, v, ts), where
u,v € V are vertices and t,, t, € T are time instants. In this
representation, an edge (u,tq,v,t») then shows a relation
between vertex u at time t, and vertex v at time tp, i.e.
a directed relation, where the pair (u,tq) is the origin and
the pair (v, t) is the destination. Note that the represented
relation is between the composite objects u = (u,t,) and
v = (v,tp). In this representation, a TVG edge e € E C
V x T xV x T can be thus seen as an ordered pair (u,v) €
(V xT)x (V xT) of composite vertices.

In this work, each edge in a subgraph is represented as
a tuple ((z,tz), (y,ty)), where user x is the caller, user y
is the callee, t, = t, is the date and time of the call. In
addition to the origin and destination composite vertices
present on the TVG edge, we also wish to identify the local
base station antenna (BSA) used on the call represented by
each TVG edge. In order to achieve this, we represent the
BSA identity as an edge attribute, so that the TVG edge
used in this particular work becomes an ordered 5-tuple of
the format (z,ts,y,ty,l) where in addition to the known
edge elements, [ represents the BSA identity.

Automatic Event Detection

In this section, we show how we can use the mobile phone
data in an endogenous manner to detect past events auto-
matically (as [3, 5] did with social media such as Twitter).
The events we are interested in involve a large amount of
people, hence they significantly increase the usage demand
of antennas nearby, as evidenced by their traffic time series.
Our strategy thus is to locate time windows where the an-
tenna activity is significantly higher than some appropriate
baseline. Defining an appropriate activity baseline is not a
trivial task since this is possibly dependent on the size of
the event one is trying to detect and on the regularity of the
normal antenna activity patterns.

In this work, the antennas activity is given by the number
of calls per hour registered in each antenna, according to the
week w; (0 < ¢ < n, where n is the number of weeks in the
studied dataset), the day of the week d; (0 < 7 < 6), and
the hour of the day hy (0 < k < 23). For each time slot
(ws, dj, hi), we denote the number of calls as Cy; ;) which
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we then normalise be the average activity over a period of 3
months, defining an event index £(; ;) given by

Clije
13 Clagm)

for the i*" week in the 3 month period, 7*" day of the week,
k" hour of the day, and where £ sums over all weeks in the
whole time period considered (0 < £ < n). Figure 1 shows
the event index £ for an antenna near the stadium of River
Plate, a major soccer team in Buenos Aires, for each time
slot (hour) from January 1 to March 31, 2012. We consider
a large-scale event to have occurred when the event index is
within the highest 99-percentile while considering the whole
3 months period.

During January and February, we observe the event in-
dex smoothly oscillating around the mean value except for
small sharp increases due to normal peak daily activity. As
we approach March, the oscillations’ amplitude starts to in-
crease reaching its peak value by mid March. On top of
this large oscillations we see very large sharp peaks reach-
ing values of £ = 9.98 on March 20. Additional high peaks
are also observed on March 7, 9, 10, 12, 14, 15, 17, and 18.
Retrospectively, we corroborated that a sequence of 9 Roger
Waters concerts took place at this location during March on
the same days of the observed peaks. We thus highlight that
the event index has clearly spotted the Roger Waters events
on the exact days the concerts took place.

An open question is to understand the slight increase in
the background oscillation during these peak periods. A
plausible explanation is an increase in activity due to gath-
erings before the event (e.g., fans trying to get tickets, or-
ganizers working at the stadium, January and February are
vacations month in Argentina, etc.) or it might be a sta-
tistical fluctuation one could verify if one had access to a
much longer dataset. In any case, further study of this back-
ground activity can prove very useful, for instance, allowing
for the forecasting of large-scale events. Identifying these
early precursors could allow us not only to automatically
detect events retrospectively, but also give us the possibility
of anticipating a future event.
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Figure 1: Event index £ for an antenna near the
River Plate soccer stadium.
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Social Dimension of Events

Having detected a large-scale event, we now take a look at
social relationships of users attending these events. We con-
sider all communications from the event antenna for a pe-
riod of 5 months from November 1, 2011 to March 31, 2012,
therefore including the Roger Waters concert series from
March 7-20, 2012. For each day, we compute the implicit
social subgraph induced by G restricted to users observed
at the event antenna during the time window from 18:00 to
22:00 (time window for the Roger Waters concerts).

Figure 2 shows the induced subgraphs for February 7 and
17, in which no event took place (a, b), along with March
7 and 17 for which two Roger Waters concerts took place
(c, d). The total number of nodes on February 7 and 17
were 107 and 130, respectively, whereas on March 7 and 17
we observe 716 and 740 attenders, respectively. Most nodes
are singlets and are thus not shown in the plots, leaving only
nodes for whom at least one of his/her contacts in G was also
present at the event location, at the same day, and during
the defined time window.

Therefore, one can expect that it is somewhat likely that
the nodes present in these subgraphs are attending this lo-
cation together. We call these nodes social attenders and all
nodes, singlets included, attenders. An immediate observa-
tion is the larger number of social attenders at the days of
the concerts than on a normal day. This is expected given
the larger attendance during the event. More interestingly,
for the days of the event, especially on March 17, we observe
more complex group relationships of up to 7 nodes, possi-
bly indicating larger groups of people attending the concert
together.
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Figure 2: Implicit social graphs: (a), (b) two days
with no large event; (c¢), (d) two days of the Roger
Waters concerts.

Probability of Being in an Event

The increased social structure suggested in Fig. 2 motivates
the following question: can we estimate the probability that
a user attended the event, given that k of his/her contacts
in graph G also attended the event? We compute this prob-
ability as follows:

users € U with k contacts € U

e Ulk tacts e U) =
px |k contacts ) users with k contacts € U

)

where U is the set of all users in the event. The results
are shown in Fig. 3, where we also plot a linear regression
curve showing how strongly the expectation of finding a user
in the event depends on the amount of graph contacts this
user has in the event. The scatter plot and the regression
curve (R = 0.83) show that the probability that a given
user attended the event grows linearly with the number of
his/her contacts in the event. If several of the user contacts
in G represent real social relationships, such as friends or
family members, and a significant fraction of such contacts
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are in a social event, such as a music concert, one could
expect an increase in the likelihood the user is also attending
the event. Nevertheless, it is worth noticing that the linear
relation does no saturate even for high values of k.

€ event
®
~
v

Probability of z

2 4 6 8 10 12 14 16 18
Number of contacts in event

Figure 3: Scatter plot and linear regression curve
for the conditional probability of a user being in an
event given that %k of his/her contacts in graph §
were in the event.

We also computed the ratio between the number of users
in the event and the number of users with contacts in the
event (such users can be at the event or not), both having
at least K contacts in the event U. This ratio is displayed in
Fig. 4, which can be interpreted as the conditional probabil-
ity that a user is in the event given that at least K of his/her
contacts are in the event, as a function of K. This proba-
bility remarks the social character of the event because, as
the number of contacts in the event increases, the probabil-
ity of users with such contacts also increases up to K = 10.
Then, it starts to decrease due to the less significant pro-
portion of people with more than 10 contacts. Notice that
the sample space, where each probability is taken, is defined
independently for each K.

plz€ Ulz with k>K contacts)

2 4 6 8 10 12 14 16 18
K (contacts € U)

Figure 4: Probability of a user being in the event U,
given the user has at least K contacts in the event.
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Conclusion and Future Work

In this work, we have shown how we can combine the mobil-
ity and social network information present in mobile phone
datasets to detect large social events and characterize their
social features, such as an increase in local community struc-
tures of users present at an event. We have also shown that
it is plausible to infer the probability of a user (in the con-
tact graph) attending an event, given the number of his/her
contacts who attended the event.

Finding useful inference algorithms of users attendance to
a particular location given the mobility of their contacts can
be of tremendous use for mobile phone companies. Mobile
phone carriers have no mobility information about users in
the contact graph G who are not clients of the carrier. There-
fore, having the possibility of making at least weak inferences
about the locations and mobility of these users can add a
valuable dimension for the carrier to better understand these
(non client) users.

We have presented this work within the formalism of time-
varying graphs (TVG). Even though this work has not yet
explored the potential uses of the TVG to analyse the dy-
namics of the graph structure, we believe this is a useful
formalism to extend this work into further understanding
the changes in social dynamic networks as one approaches
large-scale events.
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Managing public safety at large events is important. Crowd
control and traffic management are particularly relevant for
non-ticketed events in public spaces. In such cases, it can
be difficult for organisers to anticipate the number of people
who will attend and to validate the event’s success [1]. Given
the ubiquitous nature of mobile phones, Call Detail Records
(CDRs), which are the logs of user transactions with a mobile
phone service provider, have been widely used to study urban
processes [2], [3], [4]. By building on the work of [5] and
[6] our research explores the use of real-time CDR data
as a proxy to estimate the density of crowds in different
areas of a city while events are taking place. The research
has also been extended to estimate the density of vehicles
on the main access routes to a city. This has led to the
development of an application entitled Social Event Analytics
(SEA) which provides both real-time and historic information
about crowd and vehicle densities. The application can be
used by authorities and event organisers to manage the event
and gauge its success. The application was used in January
2015 for monitoring city wide events in Mons, Belgium which
marked the launch of Mons as the European City of Culture
for 2015. Using SEA local police simultaneously monitored
the density of vehicles on the road network and the crowd
density in different areas of the city. Below, we briefly describe
the new real-time data analysis which we carried out for this
specific case in which over 20 million CDRs were analysed
each day. The results are useful for authorities but will also
help to further our knowledge of human processes in urban
environments.

We use data from a Belgium telecommunication operator
who provided details about the distribution and azimuth of
their cell towers in the city of Mons. Using this information
the city is divided into cells using a Voronoi tessellation [7].
In total, 319 distinct cells were created (figure 1). These
formed the basic unit on which crowd and vehicle density
are analysed. Prior to the opening ceremony, the police and
organisers provided details of specific public squares in the city
where events were taking place along with a list of important
access routes to the city and our analysis focuses on these
spatial features.

Anonymous CDR data for individuals connected to cell
towers in Mons and the surrounding area are supplied directly
by the telecommunication operator. Each row of CDR data
consists of an anonymous user ID, a time-stamp, the ID of
the cell tower, the home country of the device and the type
of record (call, SMS, data). Typically, data connections are an
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Fig. 1. 319 Voronoi cells were computed from the cell tower distribution
and azimuth data provided by the telecommunication operator in Mons.

always on service and lead to generation of comprehensive
CDRs. In this case the data are recorded at a rate of more
than 250 records every second. By analysing the cell IDs,
it is possible to determine the number of users connected to
each cell tower and determine the Voronoi cell they are in.
By combining this data with the known area of each Voronoi
cell and the known customer penetration rate of the specific
mobile operator, the density of crowds in any given Voronoi
cell is estimated. For the public squares which are of particular
interest to the police, we also produce a count of the number of
individuals in these spaces. Furthermore, an estimation of the
number of people in the whole city is calculated by summing
the amount people connected to the relevant cell towers.

While the police are interested in public safety and crowd
control, organisers are also interested in assessing the success
of the event and the marketing campaigns used to attract
people. In addition to the numbers attending the event, the
organisers also wanted to know where people were travelling
from in order to attend the events in the city. Therefore, the
number of users by nationality are calculated using the home
country of the device which is available directly from each
CDR. In order to obtain the home city of Belgian users, further
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Fig. 3. A screen capture from the SEA application showing the estimated crowd density for the Voronoi cells in Mons. Additional bar charts show the estimated
volume of people at several locations in the city and the home country of visitors.
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Fig. 2. 86 road segments were computed based on their intersection with
the Voronoi cells.

analysis of the complete CDR data for Belgium was carried
out off line. Several weeks of CDR data were analysed in order
to determine the city where each device generally connected

to network during the night time hours between Midnight
and 6 AM. This is similar to approaches for calculating the
significant places people visit [8], [9].

In addition to crowd estimation, the density of vehicles
travelling on the main access roads to the city is estimated
using a minimal computational approach. Each road of interest
is segmented so each segment is contained within a single
Voronoi cell. This produces 86 road segments (figure 2). While
the density of crowds in these cells can be estimated using
the techniques described above, we are interested in those
travelling through the cell. Historic CDR data was analysed to
determine users who regularly spend time in that cell. These
typically represent people who live or work in the area. These
users are removed from the analysis of the density for that cell
which allows us to estimate the density of the major roads in
the cell. When two or more major roads are covered by a single
Voronoi cell, it is necessary to estimate the density of these
roads by averaging the known densities of the road segments
on either side of the particular cell.

The analysis above was used to produce an application,
called SEA, which monitors vehicle and crowd density in
near real-time. The data is supplied by the telecommunication
operator every 15 minutes and contains the CDR data for
the previous 15 minutes. Based on the analysis, dynamic
visualisations are produced to present the results to the police
and organisers. The main visualisation, as seen in figure 1
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Fig. 4. A screen capture from the SEA application showing the estimated traffic density on several access routes for Mons.

consists of a map with the Voronoi cell structure superimposed.
The cells are coloured based on the crowd density. The Voronoi
cells containing the squares where events are taking place are
further highlighted. A bar chart shows the count of the crowd
for each of these squares. An additional bar chart shows the
home country of international visitors along with an estimate
of the total number of people in the city. A separate interactive
map shown in figure 4 presents the roads of interest. Each
road segment is coloured based on the estimated traffic density.
Roads which share cells are coloured with 50% transparency
to signify an average of the surrounding road segments was
used to calculate its density.

The real-time application was used by the police and
organisers to monitor the events during the opening ceremony
of Mons as the European City of Culture 2015. Preliminary
feedback has been positive and we are awaiting the results of
a more detailed evaluation. We will also use the CDR data to
determine the amount of time individuals spend at events and
to understand the fine grained mobility occurring in the city.
These will serve as indicators regarding the success of events
while also furthering our understanding of urban processes.
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Mobile phone data represents a key source of information
for understanding human mobility at a scale and, thank to
its ubiquity, has shown that human trajectories exhibit a
high degree of temporal and spatial regularity [1]. When we
consider the mobility patterns of a set of individuals who
share a given area over a common timeframe, we can model
the dynamics behind the interactions of people in the area
and within the neighbor areas, with several practical appli-
cations: public safety, e.g., crowd detection and planning in
extreme situations [2]; urban and transportation planning,
e.g., forecasting traffic congestions [3]; information diffusion,
e.g., spreading of deseases and detecting economic flows [4].

In this paper we focus on the definition of a supervised
method that, during a training phase, profiles the commu-
nication patterns of users in a given geographical area over
time based on antennas’ traffic information, in the form of
Call Detail Records (CDR). A CDR is produced during a
communication transaction and contains attributes such as
the caller and callee identification number, date and time,
type of service (e.g. voice, text), and duration. We then
use such profiles to continuously monitor for future changes
in the communication patterns over time within that area.
The detection of changes can be correlated with third party
sources of information such as news and social media, to
identify the reasons of these changes.

The proposed method builds on the Non-Negative Ma-
trix Factorization technique (NNMF) that considers non-
negative observed data and explains the observations as a
linear combination, represented by the coefficient matrix of
a base. NNMF technique has been applied in order to dis-
cover latent structuring patterns of sensed data and their
changes in time. To this aim, the traffic matrix is defined,
that contains the captured information at a specific location
over different time intervals. Specifically, NNMF technique
solves an optimization problem in order to decompose the
traffic matrix into a basis matrix and a coefficient matrix:
the bases represent the latent factors, the coefficients the
strength of these factors.

Figure 1 outlines the NNMF technique as applied to our
case. In particular, we apply the technique to cell phone
antenna data’ collected in Céte d’Ivoire between December
2011 and April 2012 [5]. We split the dataset into ten subsets
of two weeks chronologically ordered: we use the first L
(1 < L < 10) sets to gather the profiles (training set T') and
the remaining sets to test the ability in detecting changes in
communication patterns by using such profiles (evaluation

!This Data was made available by France Telecom/Orange
Cote d’Ivoire within the framework of the D4D Challenge.

Maurizio.Dusi@neclab.eu
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Figure 1: Non-Negative Matrix Factorization tech-
nique. The traffic matrix is decomposed into the
coefficient matrix and the basis matrix. Each row
of the basis matrix represents a communication pat-
tern. Each component of the coefficient matrix rep-
resents the strength of each pattern.

set E).

In formulating the optimization problem needed to gather
the communication patterns during the training phase, our
method takes into consideration the spatial and temporal
correlations of the calls of the users, to find global com-
munication patterns of an area, which are stable over time.
Specifically, we formulate the problem as follows:

min{|| X — U - V7|7 + a(|U|F + [[V]F)+
+BUSW -VOE+ (U -VHT|F)} (1)

where S(-) is the spatial constrain, T'(-) is the temporal
constrains. Specifically, the spatial constraint is captured
by creating the weighted communication graph of the ma-
trix X and the matrix S is the Laplacian matrix of that
graph. With respect to the temporal constraint, we ap-
ply the Toeplitz matrix that captures the temporal smooth-
ness of the collected data. The Frobenius norm of a matrix
X € R™*™ is defined as | X|Fr = (3272, 207, |l5]%)/ 2.

To cope with the scalability challenge given by the amount
of data to consider, we solve the optimization problem by
applying a distributed stochastic gradient descent technique,
which allows for good convergence guarantees and can be
distributed [6].

During the detection phase, we project the traffic matrix
X, of each subset of the evaluation set onto the basis ma-
trix, and we estimate the values of the resulting coefficient
matrix U;. We then compute the pairwise differences of two
consecutive coefficient matrixes to trigger an alert whenever
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Figure 2: System architecture: overview.

a change is above a pre-defined threshold.

Figure 2 provides an overview of the system.

In the following we show the two main properties of the
method: (i) it can gather profiles that are stable over time;
and (ii) it can detect changes based on such profiles.

Stability of the bases over time. We start by solving
the problem of Equation 1 for each one of the ten subsets
that compose the dataset, ending up with ten basis matrix
{Vi}ti=1,...,10. We then normalize each row of V;, so that the
{Vi} can be compared among each other.

We define as training set 7' the first L basis matrixes,
where 1 < L < 10, and as evaluation set E the remaining
basis matrixes.

We compute the common basis V. as the average of the
VieT:

Ve = ()

and finally, evaluate the normalized reconstruction error
defined as the normalized Frobenius norm between V. and
{Vi} € T and between V. and {V;} € E. In the first case, the
reconstruction error gives an indication on how good is the
algorithm in finding the common bases; in the latter case, it
indicates on how stable are the bases when comparing them
to the call patterns of timeframe other than the ones used
to gather the profiles.

Figure 3 reports on this, with a comparison between our
method, which consider the spatio-temporal constrain among
the calls across the antennas, and the basic NNMF.

Detecting spatio-temporal changes. We exploit the
above technique to look for changes in call patterns that hap-
pen across the areas of Ivory Coast during the four-month
period of the dataset. Here we report the changes spotted
by our technique when considering as training the first four
two-week periods (cell phone antenna data from December
2011 and January 2012), and evaluating the changes on the
remaining dataset.

We project each traffic matrix X;, 5 < ¢ < 10, onto the
basis matrix V., computed from {V;};=1,...4, thus ending
up with the corresponding normalized coefficient matrixes
{Ui}i=s,...,10, which contains the strenghts (proportions) of
the communication patterns for each antenna. We then look
for the antennas which exhibit changes in the proportion of
the patterns.

Interestingly, we found that the biggest differences happen
to clusters of neighbor antennas, as if the antennas reveal
macro behavior that are common to a wide geographical
area. Figure 4 reports the cluster where we register the
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Figure 3: Stability of the common bases V.. On
the left, NNMF with spatio-temporal constrain. On
the right, the basic NNMF. By adding the spatio-
temporal constrain, the method exhibit a recon-
struction error which tends to become similar in case
Vi belongs either to the training or to the evaluation
sets, in the order of 0.18. Conversely, when using
basic NNMF, V. appears to be more biased towards
the V; used for creating it, and diverges with the
{Vi} that belong to the evaluation set,{V;} € E.

Anyama

e

Figure 4: Clusters of antennas which exhibit the
biggest differences in communication patterns dur-
ing the firts half of February as revealed by our tech-
nique.

biggest differences during the first half of February, show-
ing two clusters of antennas in the area around the city of
Abidjan.

We further inspect the evolution in the communication
patterns for the antenna that exhibits the biggest changes
(the green antenna in Figure 4). As shown in Figure 5,
during the second half of February the area covered by this
antenna show a completely different predominant pattern
with respect to the previous period: a shift from the diurnal
pattern to a morning and nocturnal pattern emerges, and
the technique spots it. The following period shows that
the communication patterns in the area return to behave as
before.

We believe that the proposed technique which allows for
continuously monitoring changes in communication patterns
presents several advantages. The method is based on a non-
negative matrix factorization approach and accounts for the
inherent correlation structure of the traffic matrix both in
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Figure 5: Evaluation of the communication patterns
for the antenna that exhibits the biggest changes
(green antenna in Figure 4).

time and space in order to find stable global communication
patterns, as opposed to the basic formulation of the prob-
lem via NNMF. Furthermore, we use such patterns in order
to detect for future changes in the communication profiles
over time in a given area. Finally, the detection of changes
can be associated with third party sources of information
such as news and social media, to infer the reasons of these
changes. The proposed method is solved via stochastic gra-
dient descent that can be distributed and thus making it
appropriate for large-scale learning data.
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